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Abstract 

This paper briefly introduces the optimal threshold calculation model and particle swarm opti-
mization (PSO) algorithm for image segmentation and improves the PSO algorithm. Then the 
standard PSO algorithm and improved PSO algorithm were used in MATLAB software to make 
simulation analysis on image segmentation. The results show that the improved PSO algorithm 
converges faster and has higher fitness value; after the calculation of the two algorithms, it is 
found that the improved PSO algorithm is better in the subjective perspective, and the image ob-
tained by the improved PSO segmentation has higher regional consistency and takes shorter time 
in the perspective of quantitative objective data. In conclusion, the improved PSO algorithm is ef-
fective in image segmentation. 
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Introduction 

When processing image information, the human brain 
will only concentrate on an area in a larger proportion [1], 
but a larger area does not mean that the feature infor-
mation contained is prominent, and the key features may 
be too small to be recognized by the naked eye [2]. The 
emergence of computers provides more efficient and ac-
curate image processing methods, in which image seg-
mentation technology [3] plays an important role. Gener-
ally speaking, image segmentation methods are divided 
into five categories: image segmentation methods which 
takes threshold, edge, region, clustering and shape as 
segmentation criteria [4]. The purpose of image segmen-
tation is to separate the regions which contain important 
information from those which do not. The basic principle 
of image segmentation is that regions containing im-
portant information have similar characteristics. Thresh-
old segmentation is to take the gray level of pixel as the 
feature and segment the gray level features of different 
regions by threshold. Yuan et al. [5] proposed an im-
proved OTSU method based on weighted target variance 
to separate defects from background in rail images and 
found that the improved OTSU method could accurately 
segment various rail images. Liu et al. [6] proposed an 
image binarization method and found that the method had 
excellent image segmentation effect. Zhang et al. [7] pro-
posed an improved two-dimensional fuzzy Fisher algo-
rithm for image segmentation and found that the algo-
rithm had the performance of fast image segmentation. 
This paper briefly introduces threshold image segmenta-
tion and improved particle swarm optimization (PSO and 
makes a simulation analysis on the segmentation of im-

ages from the Internet using the standard PSO algorithm 
and improved PSO algorithm on MATLAB software. 

Image segmentation 

Image segmentation is mathematically defined as [8]: 
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where I represents the entire image area, Ri represents the 
i-th region after being segmented, n represents the num-
ber of regions after image segmentation, H represents 
predicate expressing the same nature, and 
i, j  (1, 2, 3,..., n) and they were not equal to each other. 
The literal expression for the definition of equation (1) is: 
all segmentation regions are combined into the whole im-
age without overlapping each other; regions with the same 
property can be merged into one region; adjacent regions 
with different properties can not be merged. The above 
definition is under the general situation and is adjusted ac-
cording to the requirements in practical application. 

The threshold image segmentation method is used in 
this study. If the threshold is too small, the unimportant 
"background" will be classified as "target", and if the 
threshold is too large, the important "target" will be clas-
sified as "background". However, different images have 
different gray distribution, so it is impossible to use a 
fixed threshold to segment the image once and for all. 
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Firstly, the average gray level of neighborhood is cal-
culated [9]: 

( 1)/2 ( 1)/ 2

(1 )/ 2 (1 )/2

2

( , )

( , )

n n

i n j n

f x i y j

g x y
n

 

   

 

 

, (2) 

where g (x, y) stands for the neighborhood average gray 
level of pixel (x, y), n stands for the size of neighbour-
hood, an odder number, and f (x + i, y + j) stands for the 
gray level of pixel (x + i, y + j). 

The plane projection of two-dimensional histogram 
[10] is shown in Fig. 1. The horizontal coordinate is gray 
level, the vertical coordinate is neighborhood average 
gray level, s is gray level threshold, and t is neighborhood 
average gray level threshold. The frequency of the pixels 
in the picture is more concentrated in area  and  near 
the diagonal line, while area  and  have noise and 
edge pixel, whose frequency can be ignored. Area  and 
 are the target and background of the image. The basic 
principle of the two-dimensional maximum entropy 
method used in this study is to search (s, t) within the lim-
ited scope to make the two-dimensional entropy of area 
 and  in the two-dimensional histogram of the seg-
mented image. Its computational formula [11] is: 
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where H is the total entropy of an image, H1, H3 are the 
two-dimensional entropy of area  and , pij is the 
probability of the occurrence of the vector group consist-
ing of pixel gray level i and neighborhood average gray 
level j in the histogram, pst stands for the probability of 
the occurrence of vector group within the set threshold, 
and L stands for the maximum gray level of the image. 
When H reaches the maximum value, the information 
amount in area  and  is the largest, the background 
and target in the image segmentation contain the most 
feature information amount, and at that moment (s, t) is 
the optimal threshold. 

Improved PSO 

PSO [12] was originally used to simulate the move-
ment and foraging behavior of birds in nature, but it is 
applied to search for the optimal threshold in this study. 
Firstly, the PSO (solution set) and the dimension of 
search space are set according to the problem solved. 
Then, the individual optimal solution and global optimal 
solution are searched continuously according to the itera-
tion formula of velocity and location [13]: 
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where Pi, Vi stand for the position and velocity of particle i 
respectively, Pi+1, Vi+1 are the position and velocity of par-
ticle i after updating, pbesti, gbesti are the individual best 
solution and the global best solution respectively, a1, a2 are 
learning factors, , max, min stand for the inertia weight, 
maximum inertia weight and minimum inertia weight, it-
er, itermax stand for the number of evolutions and the max-
imum number of evolutions, and x1, x2 are random num-
bers, which is evenly distributed between 0 and 1. When 
the optimal solution is searched or the given maximum 
number of iterations is reached, the iteration stops. 

 
Fig. 1. Plane projection of two-dimensional histogram 

In the standard PSO algorithm, the initial population 
is usually generated randomly. Although it is convenient, 
it will greatly increase the difficulty of searching the op-
timal solution if the initial population is unlucky and sig-
nificantly deviates from the optimal solution. In this 
study, the relative basis [14] is used to generate the initial 
solution: (1) First, the initial particle swarm is generated 
randomly: X = {Pi, Vi} and i = 1, 2, ..., N; (2) then the rela-
tive particle swarm of the initial particle swarm is calcu-
lated, and the formula is as follows: 
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where OPi, OVi stand for the position and velocity of the 
i-th relative particle in the relative particle swarm, 
Umin, Umax are the boundaries of the range of location val-
ues, and Vmin, Vmax are the boundaries of the range of ve-
locity values. 

(3) The fitness values of the initial particle swarm and 
relative particle swarm are calculated and ranked, and the 
best N particles are selected as the new initial particle 
swarm. The improvement of the iteration formula is: 

The above evaluation of image segmentation effect is 
the subjective evaluation of human. When the segmenta-
tion effect of the two algorithms is relatively close, the 
human naked eye will be difficult to distinguish subtle 
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distinctive features. Unless the difference between the 
segmentation effect is large enough to be directly distin-
guished by the, 
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where stands for the individual optimal solution of the 
last particle. Compared with equation (4), the improved 
iteration formula uses the individual optimal solution of 

the former better particle as the global optimal solution of 
the latter particle. 

The flow chart of the improved PSO algorithm is 
shown in Fig. 2. The steps are as follows. 

Firstly, the initial particle swarm is randomly generated. 
Each particle in the particle swarm represents a potential so-
lution. Then the relative particle swarm is obtained accord-
ing to equation (5). According to the fitness value, the best N 
particles are selected from the initial particle swarm and rela-
tive particle swarm as the new initial particle swarm for sub-
sequent iteration updating. Moreover, the parameters of the 
algorithm including particle swarm size, learning factor and 
the maximum number of iterations are set. 

 
Fig. 2. The flow of the improved PSO algorithm 

 (2) The fitness value of particle swarm is calculated. 
The individual and global optimal solutions are selected 
from the particle swarm and sorted according to the fit-
ness value, from good to bad. In this study, equation (3) 
is used as the fitness function, and the ultimate goal is to 
make the total entropy of the image maximum.  

(3) The position and velocity of particle swarm are up-
dated according to fitness and equation (6). Then whether 
the algorithm reaches the termination condition is deter-
mined, including the convergence of the fitness function to 
stability and the maximum number of iterations. If the ter-
mination condition is satisfied, the result will be output di-
rectly. If the termination condition is not satisfied, step 2 
will be repeated to search for the optimal solution. 

Simulation analysis 

1. Experimental environment 

The experiment is carried out on a laboratory server. 
The server configuration is Windows 7 system, I7 proces-
sor and 16G memory. The algorithm is programmed with 
MATLAB software [15]. 

2/ Experimental parameters 

The parameters of standard PSO algorithm is set: the 
size of particle swarm is 50; learning factor 0.221  aa , 
inertial weight ]9.0,4.0[ , the maximum number of iter-
ations is 200; the range of value of particle position is 

)255,0[ , the range of value of particle velocity is ]4,0[ , and 
the size of pixel neighbourhood is 3. 

The parameter setting of the improved PSO algorithm 
is the same as that of the standard PSO algorithm. Then 
two algorithms are used to segment the image from the 

Internet. Each algorithm runs 50 times independently, and 
the average value is taken as the final result. 

3. Experimental results 

As shown in Fig. 3, the fitness of the two algorithms 
increases with the increase of number of iterations and 
converges to stability after several number of iterations, 
the standard PSO algorithm converges to stability after 40 
times of iterations, and the fitness after stability is 
11.875; the improved PSO algorithm converges to stabil-
ity after 20 times of iterations, and the fitness after stabil-
ity is 12.668. The comparison in Fig. 3 shows that the 
improved PSO algorithm can converge to stability faster, 
and the fitness after stabilization is greater, i.e., the im-
proved PSO algorithm can find better optimal solutions 
than the standard PSO algorithm. 

 
Fig. 3. Iterative convergence curves of two algorithms 

As shown in Fig. 4, 5 and 6, the segmentation effect 
of the improved PSO algorithm is better than that of the 
standard PSO algorithm intuitively. After segmentation, 
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the main contour of the bird in the picture can be seen, 
and some of its patterns can also be reflected. However, 
in the background segmentation, the standard PSO algo-
rithm classifies the large area of the background into the 
main body, and the background even contacts the contour 
of the bird, which reduces the segmentation effect. 

 
Fig. 4. The original image 

 
Fig. 5. The segmentation result of the standard PSO algorithm 

 
Fig. 6. The segmentation result of the improved PSO algorithm 

Table 1. Performance evaluation of two algorithms 

 Standard PSO 
algorithm 

Improved PSO 
algorithm 

Optimal threshold 120 128 
Regional consistency 0.912 0.976 
Computing time/s 2.2 1.5 

The above evaluation of image segmentation effect is 
the subjective evaluation of human. When the segmenta-

tion effect of the two algorithms is relatively close, the 
human naked eye, it is still necessary to quantitatively 
analyze the image. As shown in Table 1, the indexes used 
to evaluate the segmentation performance of the algo-
rithm include optimal threshold, regional consistency and 
computing time. The regional consistency is the ratio of 
the difference between the average gray level and the sum 
of the average gray level of the two segmentation regions. 
The closer to 1, the better the segmentation effect. The 
standard PSO algorithm spends 2.2 seconds to calculate 
the optimal threshold, and the optimal threshold is 120; 
the regional consistency is 0.912 under this threshold. 
The improved PSO algorithm spends 1.5 seconds to cal-
culate the optimal threshold, and the optical threshold is 
128; the regional consistency is 0.976 under this thresh-
old. Thus it is concluded that the improved PSO algo-
rithm is better than the standard PSO algorithm in both 
regional consistency and computing time. 

Conclusion 

This paper briefly introduces the optimal threshold 
calculation model and PSO algorithm for image segmen-
tation, improves the PSO algorithm, and performs simu-
lation analysis on the segmentation of the image from the 
Internet using the standard PSO algorithm and improved 
PSO algorithm on MATLAB. The results are as follows: 
(1) The standard PSO algorithm converges to stability af-
ter 40 times of iterations, and the improved PSO algo-
rithm converges to stability after 20 times of iterations, 
whose fitness after stability is higher than the standard 
PSO algorithm; (2) In the subjective judgement on the ef-
fect of image segmentation, both algorithms can effec-
tively partition the contour of the subject, but the back-
ground partitioned by the standard PSO algorithm is in 
contact with the subject; (3) In the quantitative and objec-
tive analysis of image segmentation effect, the regional 
consistency of the standard PSO algorithm in segmenting 
image is 0.912, and it takes 2.2 seconds; the regional con-
sistency of the improved PSO algorithm in segmenting 
image is 0.976, and it takes 1.5 seconds. 
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