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Abstract  

In order to resist network malicious attacks, this paper briefly introduced the network intrusion 
detection model and K-means clustering analysis algorithm, improved them, and made a 
simulation analysis on two clustering analysis algorithms on MATLAB software. The results 
showed that the improved K-means algorithm could achieve central convergence faster in training, 
and the mean square deviation of clustering center was smaller than the traditional one in 
convergence. In the detection of normal and abnormal data, the improved K-means algorithm had 
higher accuracy and lower false alarm rate and missing report rate. In summary, the improved K-
means algorithm can be applied to network intrusion detection. 
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Introduction 

With the rapid popularization of the Internet and the 
rapid development of its technology, the Internet has pen-
etrated into people’s lives, not only providing conven-
ience, but also adding entertainment means [1]. The In-
ternet has developed rapidly because of the open plat-
form, but it has a higher risk also because of the open 
platform [2]. By setting up a data monitoring system sim-
ilar to the wall between multiple regional networks, tradi-
tional firewall technology [3] shields attacks from the 
outside world as far as possible to build a closed and se-
cure computer environment. However, the development 
of network technology makes it difficult for passive and 
closed firewalls to provide secure network defense. Intru-
sion detection system monitors the real-time information 
flowing in the network, identifies malicious behaviord, 
and responds to it [4]. Ponomarev et al. [5] proposed a 
method to detect network intrusion data by measuring 
and verifying the data transmitted through the network ra-
ther than the data used in the transmission protocol net-
work and found through simulation experiments that the 
accuracy of the method reached 94.3 %. Tao et al. [6] 

proposed a network intrusion detection algorithm com-
bining spectral clustering with deep neural network algo-
rithm and found through simulation experiments that the 
detection accuracy of this algorithm was better than that 
of algorithms such as Back Propagation (BP) neural net-
work, support vector machine and random forest. Aiming 
at the optimization of point-to-point network intrusion 
detection, Wang [7] put forward an improved ART2 in-
trusion detection method; the simulation results showed 
that the improved algorithm had high detection rate and 
low error rate, which meet the needs of error detection 
and anomaly detection. This paper briefly introduced the 
network intrusion detection model and K-means cluster-
ing analysis algorithm and improved them. Then two 
clustering analysis algorithms were simulated and ana-
lyzed on MATLAB software. 

Network intrusion detection 

Fast and convenient Internet not only provides a 
convenient platform for the general public, but also opens 
to illegal elements, which makes the general users in the 
network bear the risk of network intrusion. 

 
Fig. 1. General model of intrusion detection system 

The general model of intrusion detection is shown in 
Fig. 1, which contains two main intrusion detection 
methods: misuse detection and anomaly detection [8]. 
The process of misuse detection in the model in Fig. 1 is 
mainly as follows. Firstly, data sources that need to be 

detected are collected, their features are extracted and 
transformed into patterns that can be identified in the 
intrusion model library, and they were compared with the 
intrusion feature patterns stored in the intrusion model 
library. If the similarity reaches a set threshold, a warning 
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response is given until the exception is processed, and 
then the data is transmitted to the database. Moreover the 
intrusion mode is stored in the intrusion model library as 
the contrast object. If the similarity does not reach the set 
threshold, there is no abnormality, and the data are 
transmitted to the database. The process of anomaly de-
tection in the model in Fig. 1 is mainly as follows. Firstly, 
the data source to be detected is collected, and its 
characteristics were extracted and compared with the 
characteristics of normal data, so as to train the detection 
system. Then the data to be detected and normal data 
were compared and analyzed to determine whether the 
data is abnormal or not. If the data is abnormal, the early 
warning response will be given until the abnormal 
processing is completed, and the data is transferred to the 
database; if normal, the data is transferred to the database. 

The main functions of these two intrusion detection 
models [9] are: (1) to monitor the network environment in 
real time and active interception before the intrusion data 
takes effect; (2) to minimize the loss as far as possible 
when the intrusion data cannot be completely intercepted; 
(3) to record and analyze the intrusion data characteristics 
after intrusion for the next time of intrusion protection. 

Clustering analysis algorithm 

As shown above, in the intrusion detection system 
model, the detection part used for analyzing and judging 
intrusion data is the core function of the whole system 
model. Its performance determines the efficiency of the 
whole system in dealing with intrusion data. As far as 
intrusion detection system is concerned, it is faced with 
massive data in the Internet. Moreover, the diversity of 
data also determines that conventional judgment methods 
are difficult to adapt to intrusion data detection. In this 

study, K-means clustering algorithm [10] was applied for 
detecting the intrusion data in the Internet. The 
calculation procedures are as follows. 

(1) Firstly, K clustering center generate randomly 
according to the input K value. 

(2) Then the distance between the data and clustering 
center is calculated according to equation (1): 
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where d (x,Zj) is the distance between data x and cluster-
ing center Zj, xi is the i-th dimensional data of x, and Zji is 
the i - th dimensional data of Zj. The distance between 
every data and clustering center is calculated. Then the 
data are allocated to the cluster that the clustering center 
belongs to according to the distance. 

(3) After clustering, the clustering center of each kind 
of data set is recalculated, and then the second procedure 
is repeated for reclassification. 

(4) Procedure (1), (2) and (3) are repeated until the 
clustering criterion function reached the preset standard, 
and its expression is: 
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where J(I) refers to the square error of the I - th clustering 
result, j

ix  refers to the i-th data in j cluster, Zj(I) refers to 
the clustering center of the j - th cluster of the I - th cluster-
ing, and  is the threshold for determining whether the it-
eration stopped. 

 
Fig. 2. The flow chart of improved K-means algorithm 

The traditional K-means algorithm is simple in steps, but 
the accuracy of its retrieval depends on the K value. The 
selection of K value is often based on experience, and it is 
easy to fall into local minimum value in the process of 
classification, which affects the accuracy of classification. 
Therefore, in order to improve the accuracy and efficiency 
of forensics, the traditional algorithm is improved by adding 
standard deviation and cross entropy [11] steps in 
combination with the theory of hierarchical clustering. The 
flow of the improved K-means algorithm is shown in Fig. 2. 

(1)K,c1,c2 and data to be classified are input, and c1 
and c2 are the threshold value of standard deviation and 
cross entropy respectively. 

(2) Then K clustering centers are selected from the 
data to be classified, and then the data are processed by 
clustering division using the principle of proximity 
according to clustering centers to obtain K categories of 
data. 

(3) The standard deviation between data in every 
cluster is calculated after classification. The clustering 
center of the cluster whose standard deviation is not larger 
than c1 remains unchanged. The clustering center of the 
cluster whose standard deviation was larger than c1 needs 
to be reselected, and two points which are the nearest to the 
original clustering center are selected as the new clustering 
centers. Then the data were processed by clustering 



http://www.computeroptics.ru http://www.computeroptics.smr.ru 

662 Computer Optics, 2020, Vol. 44(4)   DOI: 10.18287/2412-6179-CO-657 

division using the principle of proximity according to the 
newly selected clustering center. The above steps repeat 
until the standard deviations of all categories is not larger 
than c1. That procedure is to split the original K categories 
to obtain suitable classification number. 

(4) Aggregation of cluster number: Clustering divi-
sion was performed using the principle of proximity ac-
cording to the clustering center obtained after the final 
split at the last step. Then the cross entropy between any 
two clusters is calculated. When the cross entropy be-
tween two clusters is smaller than c2, the two clusters are 
merged, and the clustering center after merge is calculat-
ed and taken as the new clustering center. Then the data 
are processed by clustering division using the principle of 
proximity according to the reselected clustering center. 
The above procedure repeats until the cross entropy be-
tween any two clusters is no smaller than c2. 

(5) K-means clustering division is performed 
according to the clustering center obtained from the final 
aggregation at the last step. The steps are the same with 
the traditional K-means algorithm. The results are output 
until center convergence. 

The calculation formulas of standard deviation and 
cross entropy between clusters in the improved K-means 
algorithm are as follows: 

standard deviation: 
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where  is the standard deviation, C is the clustering cen-
ter, m is the number of data in the cluster, and ɑi is the i-
th data in the cluster. 
cross entropy is:  
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where DR is the cross entropy, G()is Gaussian kernel 
function, m is the number of all data in one cluster, n is 
the number of all data in the other cluster, ɑ is the data set 
of one kind of clustering, b is the data set of another kind 
of clustering, and 2 is the variance of Gaussian function. 

The improved K-means algorithm is shown in Fig. 2. 
Firstly, K value and eigenvector data were input to calculate 
the center points, then K was divided into appropriate 
number of categories by standard deviation and aggregated 
by cross entropy, and finally they were classified by K-
means algorithm until the center converges. 

Simulation analysis 

1. Experimental environment 

The algorithm model was compiled using MATLAB 
simulation platform [12]. The experiment was carried out 

on a laboratory server. The server configurations were 
Windows 7 system, I7 processor and 16G memory. 

2. Data preparation 

KDD99 data set was used in this study [13]. Each data 
in the data set had 42 features. The first 41 features were 
the characteristic attributes of the data, and the last one 
was the decision attribute, indicating whether the data 
was abnormal, and it was used for detecting the 
performance of the algorithm. 

The data set includes normal data and Dos, R2L, U2R 
and Robe intrusion data, which could simulate the real 
network environment. Four kinds of intrusion data are a 
big classification of the existing network intrusion data. 
Dos is a denial of service attack, which makes the object 
unable to process normal requests by occupying network 
computing resources; R2L attack can achieve no permis-
sion to enter the target server by some means; U2R attack 
takes ordinary privileges as springboards to steal high-
level privileges; Probe attack collects system information 
about objects, similar to spy. 1000 normal data, 800 Dos 
data, 600 U2R data and 400 Probe data were randomly 
selected from KDD99 data set, and 30 % of them were 
used as training samples and 70 % as testing samples. 

3. Experimental steps 

(1) Data preprocessing: Among the 41 features of data 
in KDD99 data set, only 38 features were digital, and the 
remaining 3 features were characters, which could not be 
directly used for calculation. First, character features 
were converted into digital features, and finally 41 
features were converted into 122 digital features. Then, in 
order to eliminate the problem of too large numerical 
span between different data, the average variance method 
[14] was used for standard operation of data: 

var( )/y x x x  , (5) 

where y stands  for standardized data, x is the data that 
needs standardization, x  is the average value of the data, 
and xvar is the variance of the data. 

(2) Parameter setting of clustering algorithm: K value 
of the traditional K-means algorithm was 6; the initial K 
value of the improved K-means algorithm was 6, the 
initial standard deviation was set as 0.6, the splitting 
parameter was set as 0.6, splitting parameter c1 was set as 
2.1, and aggregation parameter c2 was set as 0.4. 

(3) Training model: The traditional and improved K-
means algorithms were trained using training samples, 
the normal data and abnormal data among the training 
samples were classified, and the clustering centers of 
respective categories were obtained. 

(4) Model test: Two algorithms were tested using the 
test samples after training. 

4. Evaluation indicator 

The performance evaluation of the intrusion detection 
algorithm [15] was usually expressed by three data, 
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which are accuracy rate BC, false alarm rate EA and 
missing report rate NA For the performance of intrusion 
detection algorithm, the higher the accuracy, the better; 
the lower the false alarm rate and missing report rate, the 
better. The calculation formulas are: 
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where CP refers to the attack data which are correctly 
classified, CN refers to the normal data which are 
correctly classified, MN refers to the normal data which 
are wrongly classified, and MP refers to the attack data 
which are wrongly classified. 

4. Simulation results 

 
Fig. 3. Central convergence curves  

of two clustering algorithms during training 

As shown in Fig. 3, the mean square deviations of 
cluster centers before and after updating gradually 
decreased and tended to be stable with the increase of 
training times in the training phase of the two clustering 
algorithms; the traditional K-means algorithm tended to 
be stable after 350 times of training, and the improved K-
means algorithm tended to be stable after 200 times of 
training. It was found from Fig. 3 that the traditional K-
means was higher than the improved K-means when the 
mean square deviation of the clustering center was stable. 

 
Fig. 4. Accuracy of the two algorithms in the test phase 

As shown in Fig. 4, the accuracy of the traditional K-
means was 94.77 % in detecting normal data, 84.32 % in 

detecting Dos, 62.62 % in detecting R2L, 55.26 % in de-
tecting U2R, and 47.35 % in detecting U2R; the accuracy 
of the improved K-means algorithm was 98.24 %, 
97.15 %, 96.24 %, 95.36 % and 94.11 % respectively in 
detecting normal data, Dos, R2L, U2R and Probe. It was 
clearly seen from Fig. 4 that the accuracy of the improved 
K-means algorithm was higher whether normal data or at-
tack data were detected. 

 
Fig. 5. False alarm rates of two algorithms in the test phase 

As shown in Fig. 5, the false alarm rate of the tradi-
tional K-means algorithm was 4.11 %, 5.55 %, 11.35 %, 
25.15 % and 29.33 % in detecting normal data, Dos, R2L, 
U2R and Probe; the false alarm rate of the improved K-
means algorithm was 3.36 %, 4.84 %, 5.25 %, 5.86 % and 
6.45 % in detecting normal data, Dos, R2L, U2R and 
Probe. It was clearly seen from Fig. 5 that the false alarm 
rate of the Dos attack data was close to that of the normal 
data, and the false alarm rates of the improved K-means 
algorithm were lower than the traditional K-means 
algorithm in detecting other kinds of data. 

 
Fig. 6. The missing report rate of the two algorithms  

in the test phase 

As shown in Fig. 6, the missing report rate of the tra-
ditional K-means was 11.64 %, 12.88 %, 39.86 %, 
44.88 % and 49.84 % in detecting normal data, Dos, R2L, 
U2R and Probe; the missing report rate of the improved 
K-means was 4.76 %, 5.45 %, 6.85 %, 7.53 % and 
10.55 % in detecting normal data, Dos, R2L, U2R and 
Probe. It was seen from Fig. 6 that the detection accuracy 
of the improved K-means algorithm was higher, but the 
accuracy in detecting the normal and Dos data were 
relatively closer. Moreover, comparing the three 
detection indicators of different types of data, it was 
found that both models showed higher accuracy and 
lower false alarm rate and missing report rate in detecting 



http://www.computeroptics.ru http://www.computeroptics.smr.ru 

664 Computer Optics, 2020, Vol. 44(4)   DOI: 10.18287/2412-6179-CO-657 

normal data and Dos data, which was because that the 
training and testing samples of normal and Dos data were 
more and the training was more. But the influence of the 
small size of training sample on the improved K-means 
algorithm was smaller; hence it was more stable than the 
traditional K-means algorithm in recognition. 

Conclusion 

This paper briefly introduced the principle of network 
intrusion detection and K-means algorithm and made 
simulation analysis on two clustering analysis algorithms 
on MATLAB software. The results are as follows: (1) in 
the model training stage, the improved K-means 
algorithm could complete the center convergence faster, 
and the mean square error of clustering center was 
smaller than the traditional K-means algorithm; (2) in the 
model testing stage, the improved K-means algorithm had 
higher accuracy and lower false alarm rate and missing 
report rate than the traditional K-means algorithm in the 
detection of normal and abnormal data. 
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