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Abstract 

Due to cardiovascular diseases millions of people die around the world. One way to detect 
abnormality in the heart condition is with the help of electrocardiogram signal (ECG) analysis. 
This paper’s goal is to use machine learning and deep learning methods such as Support Vector 
Machines (SVM), Random Forests, Light Gradient Boosting Machine (LightGBM), Convolutional 
Neural Network (CNN), Long Short-Term Memory (LSTM) and Bidirectional Long Short-Term 
Memory (BLSTM) to classify arrhythmias, where particular interest represent the rare cases of 
disease.  

In order to deal with the problem of imbalance in the dataset we used resampling methods such 
as SMOTE Tomek-Links and SMOTE ENN to improve the representation ration of the minority 
classes. Although the machine learning models did not improve a lot when trained on the 
resampled dataset, the deep learning models showed more impressive results. In particular, LSTM 
model fitted on dataset resampled using SMOTE ENN method provides the most optimal preci-
sion-recall trade-off for the minority classes Supraventricular beat and Fusion of ventricular and 
normal beat, with recall of 83 % and 88 % and precision of 74 % and 66 % for the two classes re-
spectively, whereas the macro-weighted recall is 92 % and precision is 82 %.  
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Introduction 
Cardiovascular diseases belong to a group of diseases 

of the heart and blood vessels. Based on report of Word 
Health Organization (WHO) heart attacks and strokes 
cause 80 % of deaths [1]. The greatest damage is dealt to 
the impoverished, in particular, 81 % of the 17.9 million 
of people died in 2019 in the developing world. Besides 
that, many other people at least once experienced abnor-
mal heartbeats, which raises the importance of arrhythmi-
as detection.  

Effectiveness of the treatment often depends on 
timely diagnostics of the illness, which can be done with 
the help of electrocardiogram (ECG) analysis. It reveals 
heart disturbances and can be used in adjustment of the 
current treatment. However, automation of this process 
is complicated, because of existence of various wave 
types. In addition, experts may misinterpret or miss im-
portant information. Additionally, in situations where 
medical help is almost unavailable it is essential to de-
velop computer-based instruments which can be used in 
arrhythmias detection.  

This paper shows methodology of detection of a heart 
disease in an unbalanced dataset using resampling tech-
niques and machine learning and deep learning algorithms. 

1. Literature review 
Accurate and quick ECG analysis can save lives, 

and with modern computational tools this can be done 

around the world. While many issues with arrhythmia 
detection were grappled by previous research, some 
challenges remain.  

Most of the past research used kernel-based classifiers 
and neural networks. According to one review of the 
methods used to tackle the ECG classification problem, 
Convolutional neural network and Recurrent neural net-
work used together may lead to the best performance, alt-
hough some problems with interpretability, scalability, 
efficiency still need to be discussed [2].  

A lot of papers mentioned the dataset and what prob-
lems it may cause, for example, since the most popular 
class represent the normal heartbeat, some algorithms 
may experience problems in distinguishing the disease 
cases due to low number of such examples [3]. Then, one 
of the most popular metric, accuracy, should not be used 
since it calculates weighted average for each class, so the 
weights are higher for the majority classes. Nevertheless, 
a lot of authors use accuracy to evaluate models’ perfor-
mance and compare them. Others used custom class 
weights as well as resampling and constructed a Random 
Forest and a Convolutional neural network, evaluating 
the final models using recall, precision, f1-score.  

Another possible issue is the high number of features 
that the model must consider, which increases the compu-
tational time. Dimensionality reduction or feature selec-
tion are the common methods used to deal with this prob-
lem [4], however, deep learning models can also be ap-
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plied [2] since they can show appropriate results without 
the need for feature engineering, because they learn the 
patterns during training [5].  

In this paper we proposed a combination of up-
sampling and down-sampling techniques to deal with the 
problem of imbalanced dataset. Then, machine learning 
and deep learning models were applied, and a compara-
tive analysis was carried out. To further improve the per-
formance, an attention model was implemented and evalu-
ated using a variety of metrics for proper analysis of the 
minority classes. As a result, we came up with a model 
which could classify the disease cases with high accuracy. 

2. Data and proposed methodology 
2.1. Data description 

As mentioned earlier, electrocardiogram (ECG) anal-
ysis is often used in detection of arrhythmia. It measures 
how long one electrical phase in a heartbeat lasts by per-
ceiving electrical activity of a heart using special sensors 
which are fixed on a patient’s chest. In particular, if the 
problem is not obvious from the ECG, then it is recom-
mended to wear a portable ECG device for a while. Thus, 
the detection of arrhythmias can be problematic, since 
sometimes it is required to analyze ECG records for a 
long time, and human factor can also affect accuracy of 

the detection. Hence, a necessity for automatic detection 
of the illness exists.  

One of the most commonly used databases in ar-
rhythmias research is the MIT-BIH Arrhythmia Data-
base. It has 48 half-hour recordings of two channel elec-
trocardiogram recordings collected from 47 patients, 
which were digitized at 360 samples per second per 
channel with 11-bit resolution over a 10mV range. The 
sampling frequency of the channels is 125 Hz and they 
were segmented so that a heartbeat is represented by 
each segment.  

For the purposes of the paper, we are using the pre-
processed dataset [6], since it has the properties useful 
for the modelling. First, a heartbeat is represented as 
an observation, where a feature is a segment of it, and 
each signal has equal length of 187 features. The fea-
tures belong to a range from 0 to 1. Overall, there are 
87,554 samples in training and 21,892 samples in the 
testing dataset.  

All the observations correspond to one of the fol-
lowing classes: Normal beat (N or 0), Supraventricular 
premature beat (S or 1), Premature ventricular contrac-
tion (V or 2), Fusion of ventricular and normal beat (F 
or 3), Unclassifiable beat (Q or 4) as shown in fig. 1 
and fig. 2. 

 
Fig. 1. Observations per class in percentages for the training data in the original dataset, in the dataset resampled  

using SMOTE Tomek-Links, in the dataset resampled using SMOTE ENN 

 
Fig. 2. Samples from different classes (Normal beat (N), Supraventricular premature beat (S), Premature ventricular contraction (V), 

Fusion of ventricular and normal beat (F), Unclassifiable beat (Q)) from the original dataset, the dataset resampled using SMOTE 
Tomek-Links, the dataset resampled using SMOTE ENN 
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2.2. Over- and undersampling  
as a method to cope with unbalanced dataset 

One of the common approaches to using imbalanced da-
taset is to implement resampling methods first. Re-sampling 
changes the dataset so that a balanced distribution of classes 
is created, which is easier to deal with for the classifiers. In 
general, two methods are used: undersampling and over-
sampling. Under-sampling involves removal of some of the 
observations, while basic oversampling is performed by du-
plicating existing observations. While undersampling has a 
consequence that important information may be removed, 
over-sampling does not add new information, thus, there is a 
necessity to use advanced methods to improve the result.  

A following approach to multiclass classification was 
suggested. Firstly, using SMOTE technique we created 
synthetic observations to upsample the minority classes 
and removed some observations from the popular classes 
using Tomek-Links or ENN.  

Synthetic minority oversampling technique (SMOTE) 
adds new data points based on the distance of each sam-
ple and its closest neighbor, thus introducing new infor-
mation that the algorithms can use in training [7, 8]. The 
synthetic observations are created from the minority 
class. One problem is that the use of SMOTE may lead to 
creation of noise in the data.  

Studies show that if undersampling and oversampling 
methods are used together, then better results can be 
achieved. As SMOTE is one of the most popular tech-
niques, authors often use it in combination with under-
sampling methods [9]: first, SMOTE method is applied to 
increase the number of observations belonging to the mi-
nority classes, then either Tomek-Links or ENN is used 
to undersample the majority class.  

Tomek-Links technique identifies samples which are 
close neighbors and belong to different classes, and which 
an algorithm finds difficult to classify. Then the method re-
moves samples from a more popular class [3]. SMOTE 
method together with Tomek-Links first creates synthetic 
samples from the minority class and then removes one sam-
ple from a pair of samples belonging to different classes.  

Alternatively, Edited Nearest Neighbors (ENN) is an 
undersampling technique that removes misclassified 
samples using K neighbors [3]: if the majority class of the 
closest points is not the same as the class of the sample in 
question, then the sample and its neighbors are deleted 
from the dataset. Using this method with SMOTE leads 
to more clear class separation, as samples from different 
classes are deleted.  

Thus, machine learning and deep learning models can 
be trained on the resampled dataset to discover if 
resampling can improve performance. 

2.3. Machine learning algorithms 

We fitted SVM, LightGBM, Random Forest, CNN, 
LSTM, BLSTM algorithms on three variations of the 
original dataset.  

Support Vector Machines (SVM) is a supervised algo-
rithm the goal of which is to find a hyperplane in a multi-
dimensional space, where number of dimensions corre-
spond to number of features, that can successful classify 
the datapoints. Support vectors are used to create hyper-
plane. Since multiple hyperplanes can exist, the algorithm 
tries to choose one which maximizes the margin between 
the points of different groups.  

LightGBM (Light Gradient Boosted Machine) is a 
boosting algorithm which uses tree-based algorithms. It is 
similar to Gradient boosting and XGBoost, but it also 
trains faster and is more efficient and can handle large da-
tasets, while using less memory. 

Another ensemble algorithm, random forest, con-
structs several decision trees, and the output for classifi-
cation is the class for which most of the trees voted. This 
algorithm reduces problem of overfitting which is com-
mon in decision trees. 

2.4. Deep learning algorithms 

Convolutional Neural Networks (CNN) are deep neu-
ral networks usually applied in image analysis and classi-
fication. They can be viewed as regularized versions of 
fully connected neural networks. Due to their ability to 
extract patterns and capture spatial and temporal depend-
encies, usually less preprocessing is required compared to 
other algorithms [10]. In this paper one-dimensional 
CNN (1D CNN) is implemented. A randomized search 
cross-validation algorithm was used to determine the op-
timal number of layers. In the end, minimum value of the 
loss function was achieved with three convolutional and 
two fully-connected layers. The architecture also included 
batch normalization and one-dimensional max-pooling. 
The model was fitted using batch size of 32.  

Long Short-Term Memory networks (LSTM) can 
process data sequences, for example time series [11, 12]. 
They were created to cope with the with the vanishing 
gradient problem which is typical for the standard recur-
rent neural networks (RNN). The optimal model included 
two blocks of LSTM and Dropout layers and two blocks 
of Dense layers.  

While LSTM is not always effective in using new data-
points to make predictions, Bidirectional LSTM (BLSTM), 
which uses forward and backward computing, preforms bet-
ter, in particular in sentence representations for document-
level sentiment classification [13, 14]. The trained model 
consists of 5 blocks of BLSTM and Dropout layers. 

3. Evaluation  
3.1. Hyperparameter tuning 

The training dataset was divided into training and val-
idation datasets (80 % and 20 % respectively) and the 
testing dataset was used to evaluate the tuned model. The 
optimal hyperparameters for the machine learning models 
were discovered using a five-fold grid search cross vali-
dation, and for the deep learning models three-fold ran-
domized search cross validation. 
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3.2. Classification metrics  

In order to evaluate classification quality of the mod-
els, a detailed analysis of the models’ performance was 
conducted, where multiple metrics were calculated and 
compared, such as macro-averaged recall, precision, f1-
score, confusion matrices, ROC and PR curves [3]. Accu-
racy is calculated as a proportion of correct predictions to 
total number of predictions: 

 .
 

Correct predictionsAccuracy
Total Predictions

  (1) 

However, accuracy should not be used alone in mul-
ticlass classification, because it does not provide enough 
representation of the minority class.  

Precision is the proportion of correct positive observa-
tions to total positive observations: 

    .
   

Correctly predicted positiveobservationsPrecision
Total predicted positiveobservations

  (2) 

Recall can be used to judge how accurately a model 
can detect a positive label: 

     .
    

Correctly predicted positiveobservationsRecall
Total observationsinaclass

  (3) 

F1-score is a harmonic mean of precision and recall:  

   1  2 .
  

Recall PrecisionF score
Recall Precision

  


 (4) 

This paper uses macro-averaging in calculating the 
above metrics, where the final metric is the average of 
independently computed individual metrics for each 
class.  

Averaged metrics for the models fitted on the testing 
dataset can be seen in tab. 1. The values in tab. 1 are sort-
ed by recall. 

Tab. 1 shows that deep learning models are among the 
best performers judging by recall and precision as they 
benefit from resampling in contrast to the machine learn-
ing models, since recall and ROC AUC scores are higher. 
In particular, the highest macro-weighted recall of 92.2 % 
is achieved by the CNN model trained on dataset 
resampled using SMOTE Tomek-Links. While BLSTM 
and LSTM have better performance when trained on da-
taset resampled using SMOTE ENN, CNN and Random 
Forest models show better performance after SMOTE 
Tomek-Links resampling. 

Tab. 1 shows that deep learning models are among the 
best performers judging by recall and precision as they 
benefit from resampling in contrast to the machine learn-
ing models, since recall and ROC AUC scores are higher. 
In particular, the highest macro-weighted recall of 92.2 % 
is achieved by the CNN model trained on dataset 
resampled using SMOTE Tomek-Links. While BLSTM 
and LSTM have better performance when trained on da-
taset resampled using SMOTE ENN, CNN and Random 
Forest models show better performance after SMOTE 
Tomek-Links resampling.  

Tab. 1. Comparison of the testing metrics (accuracy, ROC AUC, macro-averaged f1-score, precision, recall) for the best models 
trained on original data, on data, resampled using SMOTE Tomek-Links method (SMOTE TL) and on data, resampled using SMOTE 

ENN method 

Algorithm Dataset F1-score Precision Recall Accuracy ROC-AUC 
CNN Original 90.7 % 93.9 % 88.1 % 98.4 % 93.4 % 
CNN SMOTE TL 88.4 % 85.7 % 92.2 % 97.7 % 95.5 % 
CNN SMOTE ENN 86.8 % 83.9 % 91.2 % 97.3 % 94.9 % 

BLSTM Original 90.1 % 90.9 % 89.7 % 98.4 % 94.2 % 
BLSTM SMOTE TL 88.2 % 85.6 % 91.6 % 97.2 % 95.2 % 
BLSTM SMOTE ENN 85.2 % 80.6 % 92.1 % 96.7 % 95.4 % 
LSTM Original 89.7 % 90.9 % 88.8 % 98.2 % 93.7 % 
LSTM SMOTE TL 89.8 % 88.4 % 91.5 % 98.0 % 95.2 % 
LSTM SMOTE ENN 86.3 % 82.4 % 91.9 % 97.2 % 95.4 % 
SVM Original 80.4 % 75.3 % 91.5 % 95.7 % 94.9 % 
SVM SMOTE TL 76.9 % 71.3 % 91.4 % 93.8 % 94.7 % 
SVM SMOTE ENN 76.0 % 70.1 % 91.4 % 93.2 % 94.7 % 

LightGBM Original 81.0 % 75.1 % 91.0 % 95.1 % 94.6 % 
LightGBM SMOTE TL 83.9 % 79.7 % 90.3 % 96.3 % 94.3 % 
LightGBM SMOTE ENN 90.1 % 89.6 % 90.6 % 97.9 % 94.7 % 

Random Forest Original 78.3 % 76.1 % 86.7 % 95.0 % 92.1 % 
Random Forest SMOTE TL 77.2 % 73.8 % 88.8 % 94.3 % 93.2 % 
Random Forest SMOTE ENN 75.8 % 71.5 % 88.7 % 93.6 % 93.1 % 

 

Tab. 2 and 3 allow us to get a better view on the mod-
els’ performance, since we can compare recall and preci-
sion for each class. 

Although most deep learning models trained on 
resampled data have higher recall, the resampling method 

which improved performance is not universal. Since it is 
important that the models classify the minority classes 
correctly, CNN fitted on data resampled using SMOTE 
Tomek-Links method is not as appropriate as SVM or 
LSTM. Thus, based on recall for the classes 1 and 3, 
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which have the smallest number of observations, LSTM 
trained on the data resampled using SMOTE Tomek-
Links (LSTM SMOTE TL) approach with recall of 87 % 

and 88 % for classes 1 and 3 is preferable, followed by 
SVM SMOTE ENN, LSTM SMOTE ENN, CNN 
SMOTE TL.  

Tab. 2. Comparison of the classification results based on recall 

Model Dataset Recall 
Class 0 Class 1 Class 2 Class 3 Class 4 

LSTM Original 99 % 81 % 93 % 80 % 99 % 
LSTM SMOTE TL 98 % 87 % 95 % 88 % 99 % 
LSTM SMOTE ENN 98 % 83 % 95 % 88 % 99 % 
SVM Original 99 % 71 % 92 % 73 % 97 % 
SVM SMOTE TL 94 % 82 % 94 % 85 % 98 % 
SVM SMOTE ENN 99 % 84 % 95 % 85 % 98 % 
CNN Original 100 % 77 % 94 % 79 % 98 % 
CNN SMOTE TL 99 % 83 % 94 % 88 % 98 % 
CNN SMOTE ENN 99 % 82 % 96 % 82 % 99 % 

BLSTM Original 100 % 77 % 94 % 80 % 98 % 
BLSTM SMOTE TL 98 % 82 % 95 % 85 % 98 % 
BLSTM SMOTE ENN 97 % 83 % 94 % 87 % 99 % 

LightGBM Original 95 % 82 % 95 % 85 % 98 % 
LightGBM SMOTE TL 97 % 79 % 94 % 84 % 98 % 
LightGBM SMOTE ENN 97 % 79 % 95 % 81 % 98 % 

Random Forest Original 96 % 71 % 89 % 83 % 94 % 
Random Forest SMOTE TL 95 % 76 % 90 % 87 % 95 % 
Random Forest SMOTE ENN 94 % 77 % 90 % 87 % 95 % 

Tab. 3. Comparison of the classification results based on precision 

Model Dataset Precision 
Class 0 Class 1 Class 2 Class 3 Class 4 

CNN Original 99 % 91 % 97 % 83 % 99 % 
CNN SMOTE TL 99 % 72 % 97 % 61 % 99 % 
CNN SMOTE ENN 99 % 78 % 94 % 78 % 98 % 

BLSTM Original 99 % 89 % 98 % 69 % 100 % 
BLSTM SMOTE TL 99 % 73 % 95 % 63 % 99 % 
BLSTM SMOTE ENN 99 % 61 % 91 % 54 % 98 % 
LSTM Original 99 % 84 % 97 % 72 % 99 % 
LSTM SMOTE TL 99 % 63 % 95 % 49 % 98 % 
LSTM SMOTE ENN 99 % 74 % 94 % 66 % 96 % 
SVM Original 99 % 81 % 95 % 77 % 99 % 
SVM SMOTE TL 99 % 41 % 88 % 39 % 97 % 
SVM SMOTE ENN 99 % 39 % 85 % 38 % 98 % 

LightGBM Original 99 % 50 % 86 % 46 % 95 % 
LightGBM SMOTE TL 99 % 58 % 91 % 53 % 98 % 
LightGBM SMOTE ENN 99 % 80 % 95 % 76 % 98 % 

Random Forest Original 98 % 69 % 92 % 25 % 97 % 
Random Forest SMOTE TL 98 % 60 % 92 % 22 % 96 % 
Random Forest SMOTE ENN 98 % 53 % 90 % 22 % 94 % 

 

On the other hand, we can notice that models fitted on 
the original dataset have higher precision. As it is desira-
ble to maximize both recall and precision, only LSTM 
SMOTE ENN has the most optimal precision-recall 
trade-off, which is also confirmed by the high values of 
macro-averaged recall and ROC AUC (tab. 1) as well as 
the highest area under PR curves for the classes 1 and 3 
(fig. 4).  

Thus, this model is the best choice for classification 
of the disease cases which are the minority classes. Its ar-
chitecture is sequential and is shown in fig. 3. 

The tuned hyperparameters can be found in tab. 4. 
Here we see that in contrast to the deep learning mod-

els, the machine learning algorithms chose the same op-
timal hyperparameters regardless of the type of 
resampling. 

 
Fig. 3. Architecture of LSTM model optimized by the 

randomized cross-validation search algorithm. Shape of the 
output of a layer (or a block of layers) is specified in 

parenthesis 
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Tab. 4. Tuned hyperparameters for the resampled datasets. The hyperparameters not specified in the table have the default values 

Algorithm Dataset Tuned hyperparameters 
SVM SMOTE TL class_weight = "balanced", gamma = 0.1 
SVM SMOTE ENN class_weight = "balanced", gamma = 0.1 
LightGBM SMOTE TL class_weight = "balanced", learning_rate = 0.05, max_depth = 10, 

reg_alpha = 0.07, reg_lambda = 0.03, subsample = 0.7 
LightGBM SMOTE ENN class_weight = "balanced", learning_rate = 0.05, max_depth = 10, 

 reg_alpha = 0.07, reg_lambda = 0.03, subsample = 0.7 
Random Forest SMOTE TL max_depth = 10, min_samples_leaf = 5, oob_score = True 
Random Forest SMOTE ENN max_depth = 10, min_samples_leaf = 5, oob_score = True 
CNN SMOTE TL strides = 2, pool_size = 2, padding = 'same', kernel_size = 6, 

layers = 3, filters = 128, dense_neurons = 128, dense_layers = 2 
CNN SMOTE ENN strides = 2, pool_size = 2, padding = 'same', kernel_size = 3, 

layers = 3, filters = 128, dense_neurons = 64, dense_layers = 2 
LSTM SMOTE TL layers = 5, learning_rate = 0.001, units = 128 
LSTM SMOTE ENN layers = 2, learning_rate = 0.001, units = 128 
BLSTM SMOTE TL layers = 2, learning_rate = 0.001, units = 64, dense_layers = 2, 

dense_neurons = 128 
BLSTM SMOTE ENN layers = 5, learning_rate = 0.001, units = 64, dense_layers = 2, dense_neurons = 64 

(a)   (b)   (c)  
Fig. 4. (a) ROC curve, (b) PR curve and (c) confusion matrix for the LSTM model fitted on data resampled using SMOTE ENN method 

As a comparison, Figure 5 shows SVM model which is the best performer among the machine learning algorithms 
according to tab. 1. 

(a)   (b)   (c)  
Fig. 5. (a) OC curve, (b) PR curve and (c) confusion matrix for the SVM model fitted on original data 

As we see, it has the lowest precision value, so it is 
not appropriate for the task as it does not minimize preci-
sion-recall trade-off as effectively as the LSTM model 
described in fig. 3. 

4. Discussion  

While most of the models classified the largest classes 
quite successfully, they were not as good in detecting the 
minority classes 1 and 3, although class 2, to which 6.6 % 
of the data belong, was classified more accurately.  

An essential conclusion of this project is that machine 
learning algorithms trained on the resampled data did not 

show significantly improved metrics, in particular recall. 
One of the causes of this behavior is that synthetic sam-
ples which were added to the data could not contribute to 
the successful classification, because the algorithm itself 
was not appropriate for the imbalanced dataset [9]. At the 
same time, deep learning models were able to use the new 
data successfully and showed improved metrics for both 
original and resampled datasets. As a result, a model of a 
simple structure capable of classification of the minority 
classes was developed.  

Tab. 5 and 6 show comparison of the model perfor-
mance results as described by different authors. 
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Tab. 5. Comparison of ECG classification results. This paper used macro-weighted f1-score, precision, recall. Some papers used 
different preprocessing and feature selection methods 

Paper Model Recall Accuracy 
This paper SMOTE ENN LSTM 91.94 % 97.22 % 

Acharya et al. [14] CNN 96.01 % 93.47 % 
Martis et al. [15] PCA & LS-SVM 99.46 % 93.76 % 

Li et al. [16] Random Forest - 94.60 % 
Shoughi et al. [17] SMOTE & CNN-BLSTM - 98.71 % 

Tab. 6. Comparison of ECG classification results by class 

Paper Model Recall 
Class 0 Class 1 Class 2 Class 3 Class 4 

This paper SMOTE ENN LSTM 98 % 83 % 95 % 88 % 99 % 
Shoughi et al. [17] SMOTE & CNN-BLSTM 99 % 93 % 97 % 83 % 100 % 

 

Thus, the main contributions of this study are the 
following: 

 An approach to multiclass classification based on 
resampling and a deep learning model. This ap-
proach can be used to solve tasks other than ECG 
classification;  

 LSTM model fitted on resampled data is the best 
classifier when applied to the imbalanced dataset. 

In the future, more advanced algorithms can be used 
to create synthetic samples such as Generative adversarial 
networks in order to deal with imbalanced datasets. 

Conclusion 

As described earlier, deep learning models show im-
proved performance when trained on the resampled da-
taset in case of severe imbalance in the original dataset. 
Hence, the approach to multiclass classification which 
consists of up-sampling and down-sampling of original 
data and application of a deep learning model could be 
used for any imbalanced dataset.  

One of the problems which was not covered by this 
paper is that neural networks and machine learning mod-
els are susceptible to adversarial attacks. For example, if 
noise or a non-human heartbeat is introduced, then the al-
gorithm may still use it as if it belonged to a human and 
the result would be different. Thus, it is important to cre-
ate neural network that are robust to such cases.  

To conclude, the methodology developed in this paper 
could potentially improve cardiac arrhythmias detection, 
given limited medical help. Future research could attempt 
to assess model’s generalizability by testing the devel-
oped model against data from another database [18]. It is 
also possible to implement model stacking to improve the 
quality of the classification [19]. 
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