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Abstract 

The article investigates the possibility of increasing the efficiency of training a neural 

network that recognizes digit images. The permissible deviation of neurons of the last layer 

from the desired position is used. The training is performed by the method of backpropagation 

on incorrectly classified data only. The authors substantiate the possibility of efficient 

parallelization on cluster computing systems. 
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