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Abstract
In this paper, we consider methods for hyperspkgtrage processing, required in systems

of image formation, storage, and transmissi

on dntka at solving problems of data compres-

sion and protection. A modification of the digitalage compression method based on a hierar-

chical grid interpolation is proposed. Metho

ds ofie (on the basis of digital watermarking)

and passive (on the basis of artificial image digta detection) data protection against unau-
thorized dissemination are developed and invegtat
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Introduction

Hyperspectral Earth remote sensing (ERS) systg
[1-3] are a natural evolution of means for obtainiigj-d
tal images of the Earth surface. An increase imtimaber
of spectral channels of optical sensors from séveris
to hundreds opens up prospects for a qualitatinely
knowledge of the surface, and allows to solve aolot
new applied problems [411] of geology, wildlife man-
agement, ecology, etc. At the same time, hypersge
remote sensing data hyperspectral images (HSIyese
specific "three-dimensional” informational objeotghich
require the development of special methods of thiir
duction, transmission, processing, and storage.

Firstly, the extremely large amount of hyperspd
tral data entails extremely high demands for theaca
ity of storage devices and communication channg
Under such conditions, it is necessary to use daia-
pression [12-18].

Secondly, by analyzing remote sensing data, d¢
sions at the municipal, regional and national Is\ale
made. Due to the widespread use of such data (n
ticular, HSI), the task of potential falsificatia@®tection,
and protection against unauthorized data disseimat
becomes more urgent (as a way to reduce the risk
making such decisions).

Obviously, the compression procedures, generat
complex structured data sets, can be considered
means to cryptographic protection of HSI. Howevq
such protection stops after decompression, i.& ib-
sufficient against many threats associated withuun
thorized copying, distribution, or data modificatio
Consequently, we need special protection methd
which are separate from compression. Today, thexe
[19] two basic approaches to digital image (andhote
sensing data, in particular) protection and aifidis-
tortion detection: active and passive. The bakiment

ed by the Russian Science Foumdatgrant

distortion is the use of digital watermarks, whiale

\rRmbedded into image. Unlike active, the passive ap-
proach does not use watermarks, and is based aasthe
sumption that modification traces can be deteciedsh
ing image computer analysis. The simultaneous tise o
two approaches can provide reliable data protection
against unauthorized copying, modification and eliss
ination, and ultimately enhance the informationusig

t of systems related to the production, storage, gssiag
and analysis of visual information.

It should be noted that in real systems for pradact
and processing of remote sensing data, the taskernf
pression and image protection are usually solveulilta-

cheously, and in many cases they are close in tefrirs
formation technology. That is why we consider theitin-
,|dn one article.

1. Remote sensing data compression

hej- Studies in the area of hyperspectral remote sensing
data compression are conducted by many researchers
pe{ZO—ZZ]- The Multispectral and Hyperspectral Data
Compression (MHDC) working group [23] of the Con-
sultative Committee CCSDS [24] should be noted sepa
s fately. This working group has developed the CCSDS-
123.0-B-1 standard [20], which is based on the Itzss-
inFss compression algorithm, and intended for ordoar
hslossless coding of multi- and hyperspectral imagery
or, However, these algorithms do not meet all the re-
quirements [18-11] for hyperspectral remote sensing da-
h ta compression method. In particular, these papensot

consider a comprehensive approach to compression,
dgvhich takes into account the speed stabilizatiocash-
apressed data formation, and protection againsir&slin

the communication channel .

According to requirements [Hl1], a method based
on a hierarchical grid [2528] interpolation (HGI) was

of active approach to the detection of artificialaige

chosen for hyperspectral image compression.
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HGI method is based on non-redundant hierarch
representation of the original imaye={x(m, n)} as a un-
ion of a hierarchical (scale) levets:

x=gx|, X, ={x,(mn}, (1)
X={x (mah{ x.(mi}, k=1, ()

where L — isthe number of hierarchical levels (HL
{x(m,n)} —is a set of image counts, obtained by taki
2' step for each coordinate.

During the compression levels are processed sagllen
from the senior leveK..1, and besides less detailed ley
counts are used for more detailed level countpotation.
Interpolation error (post interpolation residuassare quan-
tized for each level, compressed by entropy enceder
placed in an archive or a communication channel.

cal

1.1. General description of the on-board video
processing method

Compression method based on HGI meets the-[27
28] compression ratio, quality control and algarith
complexity requirements to the onboard video preices
methods. However, the method needs the further im-
provement to provide not only data compression lerab
, solution, but also constant speed of the compreda&al

NQoutput stream generation and high noise immunity of

output data.
The general scheme of the proposed on-board video

el[29] processing method is given in Fig. 1. Threpasate

blocks of the scheme describe the solution forptab-
lems of compression, output data speed stabilizatiod
protection of encoded information against commuigca
channel failures.

Stabilization
— Allowable data Digital
| Estimation € |<— volume Buffer channel
evaluation L
\ —~
[ ] Differential . - [ §
Image > ‘lg];gm,/ || Quanti- Entropy | Compressed g
. ] zation encoding ata =
computation S
i s
Dequantization | <
I q Syndrome S
Reconstructed - - Jfeatures g B
->| Interpolation | I Reconstruction | computation 2
A
HGI-compression Raster
Seatures
computation
—/
Protection,
against failures

Fig. 1. A general scheme of onboard compressiontgpearspectral remote sensing data protection

1.2. Speed stabilization of compressed data stream

A remote sensing system image is formed as a |
fixed-width band. The image is divided into sub-tkan
(or blocks) which are compressed independentlyerAf
each compressed block is placed into the buffer ongm
data can be transferred over a constant bandwislti g
munication channel. To obtain the output streameggen
tion speed, which is close to constant, we needeter-

is the number of rows in a block) can be performth
various control parameters, which leads to outjuatlity
bniggdicator (compression ratio and reconstructioom®rde-
viation from the requirements. Thus, the encodexthol

t buffering should simultaneously eliminate the erftac-
tuations and provide speed stabilization of traitamgi
the encoded data to the communication channel.

We built a mathematical model, describing a digcret

time process of buffering the video, processed blog

mine the control parameter of compression for eachlock. Let the buffer memory has a capacityMaf bit,

block. For HGI-method we use maximum compress
error as a control parameter

e =maxx’(m,n-%(m r)| .

m,n,s

®3)

where x¥(m,n), X°(m n are thes spectral componen

counts of original and decompressed images respécti

Let the encoded image be an infinite vertical bahd
width equal taM counts. Such image format makes it ¢
pedient to implement a block-based compression. -H

orand it isV(K—1) bit full to the time the processing of the
K™ block begins. Leb® is a count width of uncompressed
image (bit/count). During a time slice an imagecklof
size AV=ZMHKP bit is generated at a constant speed and
encoded with a predefined maximum eregK), which
provides the practicable compression of bloBKK)
(bit/count). At the same timBoAV/ kP bits of information
are transmitted to a communication channel, wiBares

x-a compression ratio, corresponding to communication

pwechannel bandwidth. By the next time slice the redat

ever encoding of different blocks of siZexM counts Z

buffer occupancy rate will be:
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B(K)AV BAV

Hyperspectral remote sensing data compression...
b’ o}

=V(K-1)+(B(K)-B)/ k1,
wherek,=Vo/AV is a buffer parameter (the ratio of buf
er capacity to the block capacity before compregsio

The main problem is to determine the erg(i€) dur-
ing the compression of each control parameter bidhk
predefined error should provide such a degree af-c
pression which can prevent buffer overﬂ(ﬂv( K) <1.

(4)

Next we consider two approaches to determisihQ.

Algorithm |. At each step the error is adjusted depe
ing on buffer occupancy rate by the time #@ block
processing begins, e.qg.

g(K)=e(K-1)+[(V(K-2)-V,)a], (5)

where 0<\7p <1 is a threshold, exceeding of which i

creases the error and reduces the compressionaasia
parameter adjusted experimentally.

Algorithm Il. A predefined maximum error oK™
block compression is determined by calculationnodge
block statistical characteristics (e.g. a disperfigand a
correlation coefficientp) and the required compressia

ratio B(K) :

e(K)=f(D,.p,B(K)) , ®)
where determiningB(K) is based on the availability o
free memory in the buffer:

B(K)=8,+(V, - V( K-1)) B(k/kK), @)

V, =1 is a threshold, providing a "safety margin” foe ti

buffer occupancyks=1 is a stabilization coefficient
providing a more smooth change of all parametersnw
encoding the image block by block.

Below we propose a specific method for calculati
the maximum erroemax via the required compressio
ratio B, based on the assumption of an isotropic {
ponential model of autocorrelation function of aput
signal.

Assuming that entropy encoding method is quite
fective, we use valud-Alq, which is an entropy of the

guantized differential signal, predicted on theibax
image correlation coefficiert, image dispersiorDy
and erroremax, as a compression ratio estimatid.
Relying on the ratio of the number of counts 2} at
separate hierarchical levels (HL), we can get thle f
lowing expression:

jm ,

~ ~ R ~
H, =(H(R) +3) 4t

r=1
where H® is a predicted value of the quantized differd
tial signal entropy at the" HL. According to the defini-

HO = z P’ (log(py’ () -

where p" (i) is a probability of thé" quantization level of

differential signalN, is the number of quantization levels.
In accordance with the recommendations [29] we as-
- sume that the probability distribution of unquaetizdif-
ferential signal at each HL is exponential. Therefas-
ing the quantizer with a uniform scale we can deiee
the probability of thé™ quantization level of differential
b signal as follows:

102€ g 1)+ € a ,
i (i) = (1-p)/(1+n)) 0",
d- K=i[02€mat1)~ € nax

wherep, is a parameter of the above-mentioned expo-
nential distribution, related to dispersidf) of differen-

tial signal at the™ HL as follows:

n

b, :(ZED“) +1-+/2D" +1) Do

Besides, we can prove that:
D" =a 2 In(Yp) D, +a,e

wherea,, a; are coefficients determined via the prediction
scheme.

Thus, we obtain the relatiot, =H,(p,D,.€,.,) .

which can be pre-tabulated. During encoding thei-min
mum valueemax Which satisfies the condition:

Hq (P, Dy € ) < B,

is used as a required error value.
Thus, the proposed scheme of stabilization by eefin
ing the compression algorithm control parameteueal
(the maximum errorg(K) during theK" time slice re-
quires:
- calculation of statistical characteristibg(K), p(K)
h for theK™ image block;
- determination of a required compression

9 B(K) according to (7);
X

2
max?

n

(8)

max

f

ratio

- selection (from the table) &fK) value, which satis-
FXfies the condition (8).

To investigate the considered algorithms we conduct
ed a simulation of image compression process \pided
Flstabilization of output encoded video stream using
large-format aerospace image of the Earth's surfane
example of such an image (of size 10812 counts),
reflecting the dynamics of change in image locdbrin
mation content along a survey route is shown in Eig
Measured by blocks of size 3%12, statistical character-

istics pand o =,/D, are shown in Fig. 3.

X
In order to find the optimal speed stabilizatiogosithm
for image compression we conducted an experimeetal
search on the above-mentioned methods of generating-
trol parameter (maximum reconstruction error) foccen-
n-pression algorithm. During the study we controtieel buff-
er memory occupancy according to a mathematicalemod

tion of entropy:

(4). We used an average (over blocks) maximum stagrn
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tion error EE(K)} as a quality criteria. All experiments werg
performed for the most typical required compressaiios:
Bo= 1 bit/count, 2 bit/count.

Algorithm 1. Of particular interest is the control param
ter generation depending on the relative buffelupaocy
according to (5). The experimental research (byingrthe
coefficient within 2,5a<20, and buffer parametég=2,

\7p =0,5) showed that, although the compression param

e_

ptel

is adaptively adjustable depending on the buffatestin
general, this method can be characterized as iicisutfy
stable one. The main reason, why the method cédnencic-
ommended for actual use, is the pulsing charadtafeo

pendencesV (K) , &(K) (see Fig. 4), which can lead to un-

acceptable quality of output video, rapidly andeagpdly
changing along one survey route.
r

Fig. 2. Test mge Suy Route" for co

prs edst ization anrith s

G p
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Fig. 3. The statistical characteristics of the tesage "Survey Route"
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Fig. 4. The results of simulation of the stabiliaatal

gorithm | (B= 2, a= 10) for "Survey Route" image
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Fig. 5. The results of simulation of the stabiliaatalgorithm Il (B = 1) for "Survey Route" image

Algorithm 1l. The most applicable method of predg
fined error generation appears to be based onntteded
block statistical characteristic analysis.

The dependence parameters (6) calculated for yeal

perspectral images are shown in paper [30]:
Enae (1) =-96,4+ 7,7D(t) " +

+75,14(t)"" - 3,6B(t) *°
Thus, the standard deviation of the calculated e/a
emaft) from the predefined valué,,, (t) was 0.66 for
each block, which demonstrates the high approxonati
accuracy. A histogram of error deviation distributi
Ne =8 . (t)-€,.(t), demonstrating that in 98% of
cases the error deviation £&£]< 1, is shown in Fig. 6.
The deviation of the resulting compression r&{t)
from the required oneB(t) was also evaluated in [30]
The standard deviation was 0.28 bit/count. It heenbal-
so showed, that, in 95.1% of cases the compresatan

deviation was/\B|< 0.2 bit/count.

In general, the results of speed stabilization oebth
simulation show sufficiently high effectiveness asb-
tainability. When simulating according to formulé®),
(7), attention should be paid to stabilization ficegfnt ks,

-which allows to mitigate the effects of passing tighly
informative image regions and get better qualityica-
tors (see Fig. 5,8).

h 0.7
0.6 I
0.5
0.4
u 0.3
0.2
0.1 } {
0 Ag

6-5-4-3-2-1 0123456
Fig. 6. A histogram of error deviation distribution
Ne=¢ . (t)—€,u(t)

The effect of buffer parametky (for Z=33 and optimal
k9 and the number of rows in a blagKfor k,=1) on the re-
construction quality is shown in Figh,77c. An increase in
the valuek,, corresponding to an increase in the memory
size, results in better quality (see Fih). However, to in-
crease the size of the encoded blocks, it is mupeopriate
to use the memory enhancement, if it is possibée (s
Fig. 7).
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E{e(K)} E{e(K)} E{e(K)}
1 L
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Fig. 7. Influence of stabi

The results of computational experiments do 1
make the final recommendations on the selection
specific stabilization method parameter values,abse
we conduct the experiments only under the followi
conditions:

- precisely specifying the limitations due to teiciah
resources;

- solving the time-consuming optimization problem

a multidimensional parameter spa@g, K, Z,Vp) using

a large set of real plots.

However, the experimental results, outlined abale,
low us to compare different stabilization algorithmand
outline the ways to achieve the best quality inica

lization parameters onoer

otompressing), and to significant distortions, ugattotal
obss of a picture.

This section examines a comprehensive approach to
ngselection of compression and noiseless coding itfgos
for implementation in systems of digital image gatien
and transmission. Here we assume the following mode
of formation and transformation of the information,
transmitted to the communication channel. Suppbae t
an image is formed by the progressive scanninggéma
rows are combined into frames of sidExM pixels.
Frames are compressed independently with a predeter
mined compression ratiB.. Next, the compressed infor-
mation is divided into blocks of lengtk bit, each of
which is transformed by NCA (the block size incesato

Thus, the results of the conducted simulation shgwsizen>k) and transmitted to the communication channel.

that for a sufficiently precise prediction of erra(K),
which provides a required compression ratio in ¢he
rent block and a stable speed of compressed video
mation, we cannot rely only on the current statehef
buffer and the compression parameter values, us#tkei
previous steps. So the statistical properties ofnzege
block, encoded at this moment, should be consid®ad
ly in this case the data compression algorithm élleas-
ily adapt to even the most adverse (in terms osifda
compression ratio under acceptable quality) sibmat
along a survey route without exceeding the limitagi
imposed by the technical resources.

1.3. Compressed data noise immunity enhancemern

In systems of digital image generation and transni
sion over communication channels the most impoiitant|
formation transformation algorithms are as followsst,
to reduce the amount of information, transmitteeroa

We assume that, when transferring data, failunege(i
sions) occur independently, and we know the prdivabi
f po of one bit failure.
Let S be an event, consisting in appearance fail-
ures in array of compressed data. By consideriflg on

{S}._, events while simulation, it is possible to build a

distribution histogram of the output quality indicaand
obtain estimates of conditional probabilitl& < Qs / S)
that the quality (errorf of the decompressed image is
limited by the value).
Finally, the quality of output image is estimatesing
. cumulative histogram

s F(Qf,)=§F’(QS Qr/$) RS

When comparing different algorithms it is more camv
ient to use integral estimates of probability. A&pecifying

communication channel with limited bandwidth, a eoin the threshold value®:, Q., we introduce the following clas-

pression algorithm is used. Secondly, in order ratget
the transmitted data from communication channesend
the noiseless coding algorithm is used.

Since these algorithms are implemented in differ
subsystems of digital image generation and trarsamis
systems, the algorithm development is usually edrim-
dependently, without consideration of mutual spesif
On the one hand, when choosing a compression a
rithm we do not take into account the failure talere of
the compressed data. On the other hand, all ckribevn
noiseless coding algorithms (NCA) are versatilehwi-
spect to the original data, and such algorithmsiatouse
the limitations on possible combination set of twan-
pressed data array of known length. Besides, waaio
consider the probabilistic nature of uncorrectellifa ef-
fects, which can lead to both minor distortiongle€om-

sification of the image distortion: "undistortedQ=%0),

i "slightly distorted" (6<Q<Qy), "considerably distorted"
(Q1<Q<Qy), "unusable" Q> Q). LetQo, Q1, Q2, Qs be the

enévents, consisting in image assignment to oneeotisses
listed above, respectively.

In [31] a method of improving the noise immunity of

compressed images is proposed. According to thik-me

lgod the information is divided into two parts: rasiefor-
mation and service information, including an image
header, algorithm parameters, etc. The share woicser
information in a frame is less thar¥d, but it has a spe-
cial value for the image recovery — its impairmaimost
always results in image loss. Therefore, to prothet
service information we should use effective NCAg(e.
Bose—Chaudhuri-Hocquenghem (BCH) code, Reed-
Solomon code) [32], which provides the requiredadat

pressed data (compared with distortions, introducgd

transmission reliability.
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When the service information recovery is guaranteedrobability of 0.986, the effects of HGI-method aat

the protection requirements of raster data caredaced
on the condition, that the distortions, occurrecassult
of unfixed failures, are insignificant, comparedhwiis-
tortions, introduced by compression. Thus, the eless

compression failures will be completely eliminated
(for po=107), and, with a probability of 0.997, recon-
struction error will not exceed 1, which correspsitd
the clas€:. Studies have shown, that the failure effect

code redundancy will be reduced, the compressitia rp on the reconstructed image quality can be neglected

Bc will be improved, and, finally, the quality of tloeitput
image will be increased.

A hierarchical structure of compressed data pravi
additional opportunities to enhance the noise imtgun

Thus, according to the proposed HGI-method, cgm-

pressed data are formed consecutively by imagerig
chical levels, starting with the compression df!2

thinned image (wherk is a number of hierarchical lev}

els). Since, when moving to the next level, the am@f
data increases approximately 4 times, the prolaloh
failures at the next level also increases. Howegeen
when it is impossible to fix failures at a low I&viae im-
age is not lost completely, it can be obtainedrigrpo-
lating the reconstructed senior levels.

In our research we examined three digital image-cq

modification consists in introducing control feasrin
service information at each hierarchical level tgadea-
tures computation in Fig. 1), and in distinguishiagd
encoding the service information, using BCH-code{s
drome features computation in Fig. 1).

The control features calculation while image decom-

pression and comparing them with true values alltwg
detect and fixS;, S-type failures. Fig. 8 shows the dd
pendence of the image hierarchical level loss piiba
on the one bit failure probability (fd.NM =25 bit). The
probability of the errorless transmission of théirenim-
age is Pisd0). It is easy to see that the probability
senior level loss is negligible.

P/u.sx\'(l
0.002 /1
/ =0
0.001 i/ + =1
AL
0 L—1 I R d .
70 65 60 55 5.0 Igpy

Fig. 8. Estimation of image hierarchical level Igg®bability
for HGI-method
The results of the research are presented in Fit0 9
and demonstrate the impact of failures on the intage-
pression for different compression methods. It &hde
noted that we didn't use noiseless coding (excepice

e 1.0

=

m
pression methods — JPEG; compression, based oretajve
transform, and HGI-method, modified to increase the
noise immunity of compressed data. The HGI-method

over the entire rangey <107,
F(SI’IH()

- :_— HGI f

JPEG J

_— Wave/et

0.6

Emse
0 10 100 1000
Fig. 9. Cumulative histograms of quality indicator

(standard deviation)

0.2

A
. \ N\
S AN
\\ \
0.5
— . N
0 — Wavele J \
a) -8 -7 -6 -5 Igpy
i
: ——— HGI .
L ] e JPEG ] /
—— Wavelet J /
0.5 & i /
.......... L/
7| I I —_]
b) -8 -7 -6 -5 lgpy

Fig. 10. Dependence of output data quality estiomati
on the probability of single bit failure:
a) classQo; b) classQs

For the known methods, like JPEG and method,
based on wavelet transform, the problem of compikss
data noise immunity is very urgent. With a probiapil
of at least 0.5, the quality of reconstructed inzagéll
not be satisfactory, which corresponds to claskeand
Q3. To protect images, compressed by these methods,
up to the level of HGI-method, it is necessaryntrd-
duce a redundancy of at least%0by using noiseless
coding. However, if the communication channel band-
width is fixed, the use of NCA requires the higlsem-
pression, which inevitably entails the deterioratiof
output data quality.

Thus, we propose a comprehensive approach to se-

information encoding in HGI-method). To compare thelecting algorithms of compression and noiselessngpd

noise immunity of compressed data, the cumulatige i
tograms of quality indicator (standard deviat&gnry and
the dependence of probability, that decompressedjém
belongs to classeQo and Qs, on failure probabilitypo,
are given.

The results demonstrate that HGI-method hag
significantly superior noise immunity. Thus, with

for transmitting the compressed images over a comymu
cation channel. The effectiveness of such an appraa
particularly significant when used for HGI-methoont
pression, which allows to evaluate and considerahly
prove the performance of systems of digital imageeg-
ation and transmission over communication charhels

a ing the design stage.
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1.4. Compression during storage of hyperspectralges

Analysis of hyperspectral image features {2B]
made the HGI-method a reasonable solution for hyy
spectral image storage problem. A direction, cotetkd
with consideration of correlation between composger
which is extremely high for hyperspectral imagessw
chosen as basic direction of method improvemerg
Fig. 11).

P1

0.9

0.7

0.5

0.3

0.1

0 50 00 150 200 s
Fig. 11. Estimation of correlation coefficiept
between neighboring components (components nunget s
number - 1) depending on the number of component s
for "Low Altitude" image made by spectrometer ABIRI

"Sliding Component Approximation". The relatior
ship between spectral components is used due tona
ponent prediction [1811]. Actually, the prediction is
proposed to be implemented as component approxi
tion, based on other components, which have alre
passed compression and recovery. A high correldtésn
tween components should provide a good predict@mn
curacy, and compression of the difference betwéen
original and the predicted spectral componentgabtof
compressing the original spectral component, sheigd
nificantly increase the compression ratio. The faroe-
scription of the algorithm is given below.

Let {X5,0<s<S be anScomponent hyperspectral im
age, consisting of two-dimensional spectral corepts—
one-component imagex®. These components are con
pressed successively, from smaller numbers toegrdatir-
ing the compression of each componénive first compute
its predicted (approximating) value:

~ N-1 —s—
X*=%"k X
i=0

where X ,i=0 are the previous components, whig

have already passed the compression and recdVésya
number of previous reconstructed spectral compsne

' 0<s< S,

Actually, using HGI-method, we compress (with a

predefined maximum error) not the compon&t but
ethe difference betweeXs® and the predicted (approximat-
ing) componentXx .

Thus, a set of support components for each cuyrentl
predicted component is represented by a "sliding- wi
sedow”, located in a spectral plane. That is why ¢ben-

pression algorithm described above is called "#lgor
based on sliding component approximation®.

"Independent Portions of Components". The compres-
sion algorithm based on "sliding component apprexim
tion" described in the previous section is notatlg for
solving the problem of hyperspectral image stordde
reason is that for decompression of an arbitragcsapl
component we have to decompress all previous compo-
nents (there can be hundreds of them), which eriais
drawback for the organization of quick access twadtle
hyperspectral images.

Naturally, when storing hyperspectral images iradat
base, we would like the decompression of an aritra
spectral component to entail the decompressionhef t
smallest possible number of components (probably un

- necessary). To provide this opportunity an apprpach

L based on component approximation within "indepehden

portions of components” [1011], is used.

ma- During compression a set of spectral componerds is

adyided into independent "spectral portions!' ¢omponents
each, see Fig. 12), and within each portion ther@lmoen-

ationed algorithm of "sliding" component approxinagtiis

t used. Thus, to decompress an arbitrary componertove
not need to decompress all previous componentsedf-
age, we only need to decompress previous componénts
the corresponding spectral portion.

t

Portion 1 of components

Portion 0 of components

Hyperspectral image

Fig. 12. Component approximation algorithm based on
"independent portions of components"<M)
"Shared Support Components". The compression ratio
hof the algorithm based on "independent portionsarh-
ponents" will inevitably be smaller, than the coegsion
n ratio of the algorithm based on "sliding componapt

used for the approximation (an algorithm parametgr)Proximation”. The reason is that, to approximatehea

{ki,0<i<N} are the approximation coefficients, whic
are the solution of system of linear equationspetiag
to Ordinary Least Squares:

Rk =B ,
wherek ={ki, 0<i <N} is a required vector of the approx
imation coefficientsR={R;;,0<i,j<N} is a the correla-
tion coefficient matrix for the decompressed congis
X" and X", B={B;,0<i<N}isa correlation coef-
ficient vector for the currently predicted compon&@and

spectral component, the "independent portions"rityo
uses (on average) much less basic components.oke |
appear to be especially great during compressiotihef
first component of each portion, since these coraptm
are not approximated. To reduce the effects destrib
above, an approximation algorithm [2Q1] based on
"shared support components" is used (see Fig. 13).
With a stepN the "shared support” spectral components
are selected from the image. An integer paran@isralso
specified. The shared support components are cesgute
by the algorithm based on "sliding component agpnax

n

the decompressed compongft .

tion". To approximate each "shared support compdnen
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(N+C-2) previous support components, which have
ready passed the compression, are used.
4]

o

al

Common reference components

I- e) For zero and minor errors "Sliding Component
Approximation" and "Shared Support Components”
algorithms demonstrate the best results. Sincesthes
sults are about the same, but "Shared Support Compo
nents" algorithm allows to reduce the access tinis,
more preferable from these two algorithms (for mino
errors).

K\

l ------- YASS Common reference components YAy
——:3k-— Moving approximation Pid
—_— Independgnt portions - kT
Portion 0 Portion 1 8 ——&— Independent components ! _)7 -~
of components of components 7 _
Hyperspectral image | | . / e //
Fig. 13. Component approximation algorithm 6 ;%‘/ / -

based on "shared support components:(®j C= 1) A/// e

Next, after compressing “"shared support compo- /g;/ -
nents", the portions of components, located between 4 =77
"shared support" ones, are independently compre3sed %// /0
compress these portions an approximation compiesgio ('f//’
algorithm, similar to the one based on "sliding poment pL : : , , N
approximation" is used. Components of each pordian 0 1 2 3 4 5 &max
compressed successively, with the use of approiomaf X4 - Common reference components | - &
based on the components, which have already passefl ——%— Moying approximation | " ¥

. . . —--@-- Independent portions . —~

compression. These approximating components are| thes {—0— [ndependentcomponentf“..‘--“/jl—"—_
previous components of the same portion, supplesdent e e
by the nearest "shared support components” in su¢h | . :"‘/"/’ _/../"/
way that the total number of approximation compasep ‘,_\/// -
is equal to l+C—-2). Thus, the parametéris equal to K T
the minimum number of "shared support components", A///@//
used to approximate the "rest" of the components. ::"*' o

We can expect that the algorithm based on "shaned 5~ 4 —7@/ =
port components” will have a better compressioo,rétan é;}v/ ¢
the algorithm based on "independent portions of pmmm T) /0/
nents". The price to pay is a speed reductiongsiocthe ¥ : : : :
decompression of an arbitrary component, we hawdeto 0 2 4 6 8 g2

compress not only the previous components of time §sor-
tion, but also the required "shared support compisfie

To evaluate the compression effectiveness of p
posed algorithms, we constructed the dependentleeo
compression ratio on the mean squamaximum error
(see Fig. 14) for real 16-bit images made by hyp,
spectrometers SpecTIR [33] and AVIRIS [34].

The results obtained allow to draw the followingi€g
clusions:

a) All algorithms demonstrate sufficiently high con
pression ratio, and can be recommended for usgparh
spectral image storage systems.

b) The use of any approximation of components
lows to significantly improve the compression ratig-
proximation algorithms can be recommended for use.

c¢) Algorithms in a descending order of the comprg
sion ratio: "Shared Support Components", "Slidirgn
ponent Approximation”, "Independent Portions of Com
ponents”, "Independent Component Processing”. Al
rithm should be selected on the basis of allowéise of
decompression rate.

d) Benefit from the use of component approximati
grows with the increase in compression ratio.

)

ro-

er-

al

PS-

Jo-

Fig. 14. Average for the five SpecTIR images
compression ratio K depending on the maximum esrax
and on the mean square errer
(L=5 N=7,C=4, Wbx Hp=112x 614)

2. Active HSI-data protection methods
based on digital watermarking

To solve problems in research and development of
methods and algorithms for «active» HSI protection,
new algorithms for digital watermark detection, rext
tion, and embedding into large-format digital multi
channel and hyperspectral remote sensing imageg, we
proposed, and also the robustness of these algwith

against the most common types of attacks and distor
tions was investigated.

2.1. HSI protection against
unauthorized copying and dissemination
using robust high capacity digital watermarks

To solve the problem of data protection againsuuna
thorized copying, «robust» watermarks were devealope
Such watermarks preserve embedded data while perfor

pring typical data manipulaions: compression, filtgri

cropping, radiometric and geometric correction.
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The analysis of existing robust watermarking ap-(Rye)Ms/ 2 (a set of such spectral points is hereinafter

proaches presented in [381] showed, that most o
these approaches, and specific algorithms, requie
dependent embedding of separate fragments of a
termark (an image or a bit vector) in each spect
channel of hyperspectral image; current approaelhes
so do not consider specificity of hyperspectralad@m
particular, a correlation of close spectral layersh
exception is a method described in a number of gzay
([39, 40, 42, 43]) and based on the use of Karhun
Loeve transform [43], or principal component anadys
[39, 40], for hyperspectral data preprocessing teef
embedding or extracting a robust watermark. The
vantage of this approach is the ability to «disperthe
watermark image across different "layers" of hypg
spectral image (due to the use of Karhunen-Log
transform), which can significantly reduce the amioy
of visible distortions introduced into individual SH
spectral channels by watermarking. At the same ,tin
it is also one of the disadvantages of the propaged
proach — since the original noise-like image used
watermark encoding is identical for all "layers" of-
perspectral image, it can be detected without kngw|
the embedding key, by comparing the number of "I3
ers" available to attacker, and retrieving theimoaon

component. A detailed example of such an attacl i

considered in [40].

Unfortunately, the above-mentioned papers-{32]
lack any information on software implementatiortredse
algorithms, and do not investigate the computatio
complexity of the proposed algorithms, which signi
cantly complicates the evaluation of their pradteffec-
tiveness. This paper describes a comparison of atang
tional complexity and robustness of methods progdse
the authors, and existing methods, using two most-c
mon algorithms: Digimarc algorithm and Cox algamith
based on independent watermarking of individual H
spectral channels.

One of the features of the proposed watermarking
gorithm is an ability to embed a high-capacity watark
(from 100 to 4000 bits, depending on the numbespefc-
tral channels). The proposed watermarking algoritanj
additive, i.e. it is based on addition of a two-dimsional

noise-like signal encoding a watermark sequencer (yis

identifier, right-holder code, serial number, oe thate the
image was obtained, etc.) to a carrier image. Weusz
an arbitrary sequence of bi¥(m), wherem[0, m—1],
as the watermark sequence. During additive watéem
ing with the use of this bit sequence, a two-diners
noise-like watermark image is generated. Such im

does not depend on the carrier image, and it isigolh

against the most typical transformations of theiearm-
age (lossy compression, cropping, frequency dorfikin
tering, nonlinear filtering, etc.).

Fourier synthesis of noise-like watermark sign
Wi(n1, nz) encoding a watermark sequence, is p
formed as follows. AWM0) bit corresponds to a set d
spectral points, equidistant from a zero comporéra

referred to as a "peak ring" of radiuRs&y)MNs/ 2). For

all bits of sequenc®/(m), wherem> 0, watermark im-
Wage spectrum shaping is performed as follows. Using
rafhe bit sequenc&V(m), we form an array of integers

@shir{MY'), which determines a cyclic shift of the't

spectrum peak ring relative to the vertical axisd @

bit sequencea(m’), which determines the use of a
€pseudo-random bit sequensgn) (or S(n)) in order to
Efform m' ! spectrum peak ring:

D 0,

adey,, (m') = Zslz(mﬂ) ISN(G[QM‘]-)‘* m+]) , else,
m=1

\r/e w(0), if ni=0,
{W(Gtﬂm—lﬁ med), else.

if m =0,

a(m) =

N€  Next, on the basis of the binary pseudo-random se-

quences Si(n) and S(n), which are used as a ste-
ganographic key, and the watermark sequentm), a
complex-valued Fourier spectru@(u,v) of size Nsx Ns
pixels (spectrum of the two-dimensional noise-igignal
WYencoding the watermark) is generated:

cos(rand o u v)) ,

it S (Myeq) =1 1w a(R) =1,
cos( rand9(( U\)) ,

it S (nues) =1 wa(R)=0,

0, else,

sin(rand90(u,\0) ,

it S, (Miyeg) =1 1 a(R) =1,
sin( randd0( u y) ,

it S (Nwes) =1 m (R =0,

0, else,

Sl

. ‘mag(c(uy)=

whereu [0, Ns/2-1], vO[0, Ns/2-1];
rand90(u,v) is a random number in the range of
[0, 90] (uniform distribution) generated for a pofn, v);

1’ 2 —_— E S,

ar Ngey = arctar{ J+ a LREM modN
&tep DI%

hge

Rsiep IS @ distance between neighboring sequences of
the spectrum, expressedNi/ 2;

R is a distance from zero spectrum component to the
first code sequence, expressedin?2;
al

er- R, =(VU+ V- RIN/2)+ ( R,,ON/2);

u

\'

—

real(C(u, v)) andimag(C(u, v)) are real and imaginary

centered complex-valued spectrum at a dista

hcBarts of a complex spectrum respectively.
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By computing the inverse DFT, the resulting spd
trum is converted into imageWi(ns, ny), where
ng, N2 00, Ns—1].

Next, the carrier imagfm, my), wheremy [0, M1—
1], mO[0, M2—1], M1>Ns, M2>Ns, is watermarked ag
follows.

LetQO[O, 1] be a user-defined parameter called "W
termarking intensity”. For the carrier imaggy(m, m) a
local dispersion field is calculated:

| gisp(My, M) =
1 Lz L2

== >0 > M +im+ )’ -

2
L0020

1 L/2 L/2 . . 2
_F[Z > I(ml+l.mz+1)] ,
i=-L/2j=-L/2

whereL <Ns is a size of window used for local dispersig
field lgisp(mu, mp). calculation. Then, for a synthesized im-
age Wi(n1, n2) the average brightness and dispersion
calculated:
1 N N 1 (& N 2
Wt S o) - 5 3wl 9]
s \n=0n=0

s,

o

ZWi(q, n).

After that, th magda(ml, my) is watermarked accord
ing to the relation:

' (my,my) = 1(m, m)+ QY he (@ m)/ W)X

x(W (m mod N, m mod N)- W,.)
wherel’(my, my) is a watermarked image.
The major advantage of the proposed watermark

1 N
mean =
NS

algorithm, compared with other robust additive wat¢

marking algorithms, is the higher watermarking ciya
i.e. the allowable length of sequen®m), embedded in-
to a separate color channel of the carrier imager ex-
ample, if the maximum allowable number of peak sing
8, we can embed a 43-bit sequelidgn) into a separate
spectral channel of the image.

Algorithm for Pseudo-Holographic Redundant Co
ing of Digital Watermarks. During the developmerfit
presented algorithms for HSI protection, based atew

marking, we designed a new algorithm for pseudo-

holographic redundant coding of the watermark seceie
W(m), which allows to increase the size of the embdd
watermark in proportion to the number of spectiarc
nels of the carrier image, while providing waterknas-
bustness against the loss (intentional removalyarhe
spectral channels of the carrier image. The prapafgo-
rithm provides a pseudo-random distribution of wat
mark bits between the spectral channels of theezam-
age, and thus provides a higher watermark capdicity
comparison with existing algorithms).

Let us consider the proposed method for pseu
random distribution of digital watermark bits beeme
different spectral channels of HSI. Let us divide- a bit

Cto a set ofL disjoint subsequences (i O [0, L—1]),each
of K bit length. Before the watermarking, we fotmin-
dependent fragment$, S, &, Ss,..., S—1 from the se-
quence H. Each fragment in its turn consists of
M =ceil(logz(L) + K) bits (ceil is an operation of rounding
down) and is formed according to the following rule

a- S=nnnn.p,H,
wherenpninyns...Nu—2 is a value of the indexin the bina-
ry number system. For instance, for 8, andH;=0, the
fragmentS; is formed as 4-bit sequence "1110", where
"111" is a binary representation of index 7. Henftier
the firstM—1 fragment bits will be referred to as "index
portion”, and the lasK bits will be referred to as "infor-
mational portion".

Next, in the process of watermarking the sequeffice o
HSI spectral channels, for each channeramdomly, or
pseudo-randomly, select one fragment froma set

NS, S, S, Ss,..., S.1. After that, the selected fragment is
embedded |nto the current HSI spectral channahgusie

Afobust watermarking algorithm described above.

Thus, in addition to the embedding capacity in@ete
proposed approach allows to avoid the static oetitage
structure of a payload, what makes the watermarie mm
bust against the number of steganographic attddks [

Algorithm for Robust Watermark Extraction from
Hyperspectral Satellite Images, Based on Blockwise
Digital Image Processing. Watermark extraction frie
watermarked imagE(my, mp) is performed as follows (in
case of watermark extraction from HSI, we assunag¢ th
I'(my, my) is a separate HSI spectral channel).

In the first step, the watermarked imadgm, m) is

divided into K disjoint fragments I, (n,,n,) where

infu N2 [0, Ns—1]. Next, for each fragment, a modulus of
L the centered spectrur@y (n1, nz), and averaged (over all
fragments) modulus of the spectrum,

C’(nl,nz)=%:Z:Q( nn),

are calculated.
Then, a polar coordinate representat@ygr(r,!) of
4-the averaged spectrum modultigni, ny) is calculated:

b Coon (r.1)=C'(N,/2-rsinl N, /2-r cos),

wherer (0[0, Ns/2], 1 O[0,N-1].

After that, we calculate valud®(r) andRy(r) of con-
volution of Cpolar (r,1) and each of the code sequences

jeSl(n) andS(n), which are used as a steganographic key:

Cpolar(r'l ) _chpolar(r 'l )
1=0
1(Q 2
Cpolar( r, l )2 _Nz[cholar(r ’l )]
| 1=0

1
N2
Rj(r):maxNZ‘i (@Dc;olar( r,mod n+A ) /l\)

Cpolar(r l )

M=z

1l
o

plo-
R(r)= mAgan_: S( @Dgola,( r,mod n+A 1 /l\)

sequence embedded into HSI as a robust watermiark
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Next, we search for the smallest][R, Ns/2] such | 2.2. HSI protection against forgery using semi-fidigi-
that satisfies the conditioRi[ro) —Ro(ro)|>T, whereT is | tal watermarking and adjustable brightness requasatton
a detection threshold determined experimentally. The proposed method for so-called "fragile” or "sem

When extracting the b#(m), wherem>0, we take | fragile" digital watermarking allows to simultanesby
into account not only the conditidRi(ro) <Ro(ro), but al- | perform the tasks of the image protection agairsdifia
so the calculated valugn for the current rowo. If for a | cations, and the task of hidden data transmissitnirw
certainr,, wheren>0, the conditionRy(rn) —Ro(rn)|>T is | the image. The developed algorithm provides rotasstn
fulfilled, then next 6 bits of watermark sequence ex- | of the digital watermark against elementwise transf

tracted as follows: mations of the watermarked image (contrasting)p-cro
ping and 90 degree multiple angle rotation.
W(6(n—1)+]): 0, e Ri(r”) < R"( r”)’ The proposed watermarking algorithm is similar to a
1, eem R(1)>R(1). known QIM algorithm [45,46], and it can be briefie-
. scribed as follows. Assume that an input image m)
W(6(n—1)+ 14 i) _ 0, ecu An< 2. ) and a binary Wa_\termark imade(n, m), wherenO[1, N],
1, ecu An>2" mO[1,M], are given.
. ) _ For integerd (n, m) (input image) and’(n, m) (output
wherei is an integer,=[1.5]. image), digital watermark embedding is performed ac

The watermark extraction is considered completat if cording to the following rule:
the next extraction step we cannot findsatisfying the
condition Ru(rs) —Ro(ra)|>T. floor (M) + mod(M) ,

Then, after extracting the watermark from all spedct K q
channels of the watermarked image, the originalvia- if W(m =0,
termarkH is reconstructed. ﬂoor('(”'m))+ ' mOd(ZD(”'m))

We assume that, after extracting watermark sequence q 2 Ca )
fragments, we obtaiK fragmentsW, j 0[1, K], which size if W(m @:1,
matches the size of fragments when embeddingh#emn-
bedding algorithm discussed in this section, tlagrfrent | where floor is an operation of rounding down, medai
size is 43 bits). However, due to the possible (dissortion) | division remainderq is a quantization step, which deter-
of the digital watermark in certain spectral chasnéhe | mines a distortion ratio of the watermarked image.
number of extracted fragment§ may be considerably Digital watermark extraction is performed as folkow
smaller than the total number of spectral chanoietg/per- _ v a
spectral image. Nevertheless, the loss of digitatenmark , 0, if mod(T') <z
fragments does not imply inability to extract thgitdl wa- w (n ”j = ) \ '
termark. Actually, the fragmentV =nomnans...nu-oH; ex- 1, if mod(@) 23
tracted from an arbitrary frame can be unambigyadisid- .
ed by digital watermark decoder into "index" anafdima- | WhereW'(n,m) is an extracted watermark.

tional" portions. After that the indexof the extracted "in- Next, let us consider the algorithm for embedding o
formational” portion of the fragmeri; of the original in- watermark bit into the pixel block of the carrietage. This

formational sequendd can also be calculated from the it @90rithm simultaneously provides hidden data trassion
SequUENCENMLNs...My_2 Without any additional data abodt @nd watermarked image protection against modifinati
the number of the current frame. Let L be a linear size of the pixel block of the carrier
Thus, the proposed pseudo-holographic watermarln@ge, into which the digital watermark pixel (bg)em-
coding algorithm allows to adapt the correlatiorsdxh | PeddedK(i, j), wherei O[1,L]; jO[1,L] is a pseudoran-
watermarking approach to work with a wider class |ofdom binary imag&, which is a secret "key", and the em-
multi- and hyperspectral images. First, binary wate Pedded binary imag&\(u, v) Wh(u, v) (verification in-
mark can be divided among any number of independef@rmation), wherei [ [1, floor(N/L)], vO [1, floor(M/L)]
spectral channels, which allows to increase watgtma IS @ watermark image.
ing capacity proportionally to the number of chdsn¢ Thus,

1'(n,m) =

available for embedding. At the same time, thisvitth | (n m) 20 (n m)

ed" watermark sequence can be restored even in gase floor ’ +mod ! ,
when the majority of watermarked image spectrahehga q ( q ]
nels were damaged or removed, and the remaining spe if W'(n m) -0
tral channels are reordered within the image. Néxt I'(n,m): b '
some spectral channels of the carrier image arkhhig I(n,m)) q 20(n,m)
correlated, then watermark fragments, preparedefior floor q +§+mod “q )

bedding into these spectral channels, can be alsoed .
as highly correlated or bitwise equal (this allowsde- if W, (n m =1,
crease watermark visibility and prevent attacksvedi-
termark estimation” class).

where
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W, (n m) = w(floor ( d 1), floor( m }) 0
OK (mod(n L) ,modm L)) :
0 is an "exclusive OR" operation.

If the valueq is known, and the watermarked image
not distorted, then extraction of watermark Wit(u, v)
from the image blocky(n, m), wherenO[uL, u(L +1)],
mO[vL, v(L +1)], is performed as follows:

0,
if ZZ(mod('v(';‘m))— Kmod(n,m)) =0,
1,
W' (u )= if ZZ(mOd(IV(ZYm))_Rmod(n,m)) =0,
is not defined, else,
where

Kmoa (N M) = K(mod( n/L) , moq m/I))D(q/Zj

lZmod(n’ m) = 1_ Kmod( n’ IT)

If after digital watermark extraction, a numberwaflues
W'(u, V) are not determined, it is implied that the resp{
tive image block was modified, which led to the tdes
tion of watermark bit. In this case the calculatioh
W' (u,v) combines the extraction and the detection pro
dures (i.e. the detection of watermarked image fivadi
tions, if W'(u, v) is not determined).

In case when the watermarked image is contras
the embedded watermark can be detected by perfgrn
the following procedure. For all pixels of the séa

block I} (n,m) such thaK(mod(n/L), mod(m/L))=0, a
brightness histograrhlg(b) is constructed. Similarly, fon
all pixels of the selected blocK,(n,m) such that

K(mod(n/L), mod(m/L))=1 a brightness histogram
Ha(b) is constructed. Next, for each block we calculate

0. % (Hy (6)H,(8) =),
1 Zb:(Ho(b)ml(b)>O).

A binary imageD(u, v) represents a "map" of modir
fied blocks (0 — the block is not distorted, 1 e tiock is
distorted).

The robustness of watermark detection proced
against 90 degree multiple angle rotation of the
termarked image is provided by introducing addiibn
limitations on the form of the kel(i, j) used for em-
bedding:

Oi,j O[1L /2]

K(i,j)=K(L-ji)=KLAL=j)=K{L )

If the watermarked image is cropped, and, con
qguently, the original block boundaries are movdunt

|

D(uv-

Lire

S

for a given pixel block the watermark detectionqadure
takes the following form.
Step 1. For all possible offset valugs, AmO [0, L—
1], a set of histogramklg(An, Am, b), which include all
ispixels of the selected blocK (n,m) such that

K(mod( (+Aan)L) ,mod Mm+A m)/l)) =

is constructed. Similarly, a set(An, Am, b) is constructed.
Step 2. Next, for each block, the "map" of modified
blocks is calculated:

0, ecnu

min
An,Am 5

(Ho(an.Am B CH(A A m B) =0,

D(u,v)

1, ecin

min b (Ho(an,am B)OH(AnA mM B) >0,

and the digital watermark is extracted similarly the
previous case.

Thus, the proposed algorithm for blockwise water-
marking has the following advantages over the exjst
methods:

— the algorithm allows to embed an arbitrary water-
mark sequence into the carrier image, and detedifimo
cations, introduced into watermarked image, sinmeia

ECously;

—the algorithm provides watermark robustness
against cropping, linear contrasting, and 90 degreki-

C&le angle rotation.

2.3. Experimental study of HSI protection effectess
d and watermark robustness against different types
ed, of distortion

During the experimental study of robust watermark-
ing algorithms considered earlier in this sectiar, used
a set of (single-channel) satellite images of size
4000% 4000 pixels, represented in uncompressed TIFF
format. These images, in turn, represented indalidu
spectral channels of AVIRIS HDR format HSI compris-
ing 450 spectral channels.

First of all, we experimentally evaluated robustes
against unintentional watermark distortion, i.etedéor
ability to properly extract a watermark fragmeranfr a
separate distorted spectral channel of the watdwedar
hyperspectral image. For different values of theapee-
ter Q (the watermarking intensity), a probability of the
correct detection and extraction of the digital evatark
fragment from the distorted image, was evaluated.

To conduct this experiment the following scenarios
8for distortion of separate watermarked spectrainokh
have been developed (we assume that the scena is
plied independently to all spectral channels of whader-
marked image).

Scenario 1 — Cropping We cut a 2048 2048 pixel
fragment from the watermarked image; a fragment-pos
tion on the original image was selected randomlfgerA
gthat, the cropped fragment was used as the watkechar
image.

nin
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Scenario 2 — Additive noise addingVe added addi-
tive white Gaussian noise with a standard deviagian
rametero =15 to a watermarked image.

Scenario 3 — Median filtering.We subjected the wa
termarked image to median filtering, using3 pixel
window.

Scenario 4 — Rotation and croppingWe rotated the
watermarked image by 15 and then cut a fragmesizef
2048x 2048 pixels.

Scenario 5 — JPEG-compressionWe subjected the|
watermarked image to JPEG-compression; the valae
compression quality parameter was set to 80.

Scenario 6 — ResamplingWe subjected the water
marked image to resampling with a scaling factof .&f
and using a linear interpolation algorithm as anmgsing
algorithm.

For the considered set of watermarked images, fthd
fectiveness of independent watermark fragment exti
tion Pexi=Nex/ 100 was calculated for each distorte
spectral channel after applying one of distorticargri-
0s. The valudNuss represented the number of images
the set, for which the watermark was detected aodeqr-
ly (with a bit-precision) extracted. The resultsexiperi-
mental research on watermark extraction effectisen
are shown in Table 1.

Table 1. Effectiveness of robust watermark extoacti
using different image distortion scenarios

Watermarked| Watermark extraction effectivene&sx
image _ _ _ _
distortion Q=0.07 | Q=0.15| Q=0.25| Q=0.3
Scenario 1 0.99 1.0 1.0 1.0
Scenario 2 0.993 0.997 1.0 1.0
Scenario 3 0.97 0.981 1.0 1.0
Scenario 4 0.98 0.99 1.0 1.0
Scenario 5 0.96 0.96 0.98 1.0
Scenario 6 0.994 0.998 1.0 1.0

The obtained results show, that the developed a
rithms for watermark extraction are robust enoufgn (|
application in practice) against common distortiohshe
watermarked image.

During the experiment, it was shown, that if the-w|
termark fragment size is more than 1 bit (impleragoh
of watermarking algorithm, proposed earlier, imgpli¢he
watermark fragment size of 43 bit/spectral chanriég
probability of false watermark fragment detectisndss
than 0.000001, which is acceptable for practicalliap-
tion of this algorithm.

Also, we conducted a research on the effectiveaks
the applied scheme for pseudo-holographic waterm
encoding, which allows you to restore the original-
termark from fragments even in case of removal \amd
distortion of some watermarked spectral channels.

We considered such variants of original waterma
partition into subsequences, that the number démint
subsequences embedded into the individual spe
channels, was from 8 to 128 (in all cases the toiatber
of embedded watermark fragments was equal to the n
ber of spectral channels — 450). Using each ottmsid-

guence and embedded them into hyperspectral imhge o
size 4000<4000 pixels (450 spectral channels). Next,
Naist Spectral channels were randomly removed from wa-
termarked hyperspectral image, and the watermark wa
extracted from the remaining channels. Extracticas w
considered successful, if after extracting fragmdnivas
possible to restore the full original watermarkeThsults
of experimental estimation of the probability ohqolete
watermark extraction using only part of the spéctra
channels, are given in Table 2 (for each paraneier-
pfbinationNaist/ Nseg.
Due to the obtained results we can state that ithe p
- posed information technology provides a probability
Poo>0.96 of hyperspectral image forgery detection with-
out using pseudo-holographic redundant coding, and
probability Pgp>0.995 when using pseudo-holographic
ecoding.
a  To study the effectiveness of a fragile watermagkin
rdalgorithm proposed by the authors, and its progeritn
the case of remote sensing data (satellite imguesg¢c-
intion against falsification, we embedded a watermafrk
size 256x 256 pixels into a set of 22 grayscale carrier im-
ages of size 40964096 pixels (an example of the image
e is shown in Fig. 15) using the pseudorandom emingddi
key of size 16 16 pixels.

Table 2. Experimental estimation of the probability
of successful restoration of full watermark fromgments
in case of removal or distortion of some specth@rmels

(for a set of 1000 realizations)

The number| The number of distorted spectral channels,

of watermark Nuist

subsequenct 50 100 | 150| 200] 250 300

€SNseq

(water mark

length)

128@608) | 0.01 0 0 0 0 0
g0- 64(2368) 0.88| 0.77| 0.55 0.26 0.04 0.001

32(1216) 0.99| 0.99| 0.99 098 0.94 0.7%

16(624) 1 1 1 1 1 1

Next, we introduced the following modifications ant
each watermarked image (Fig. 15):

— white Gaussian noise was added to image block 1
(noise standard deviation was- 15);

—block 2 was subjected to a Gaussian blur (defocus
parametep, =5);

— block 3b was replaced by block 3a.
5 The location and size of blocks differed for alltera
ararked images.

For each modified image, procedures of watermark
detection and extraction were performed. Accordm@g
study conducted for the whole set of watermarkeagim

arkes, modified parts of the image were detected eentken
with the block size precision (2616 pixels) for all imag-
trak of the test set.

Besides, for the test set of 22 grayscale image&zef

u 4096x 4096 pixels we determined minimum parameters
for distortion of types discussed above (Gaussilan, b

a

ered partitions, we formed fragments of watermark

5 noise adding, block replacement), for which thebatul-
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ity of modified area detection wd%o>0.9999. For digi-
tal watermark embedded into each block pixel wigh
rametersL =16, q=2, we obtained the following mini
mum distortion parameter values:

— minimum size of the replaced blocksx5 pixels
(for the replacement of watermarked image block);

— minimum standard deviation of white Gaussi
noisecd =0.65 (for additive noise adding);

— minimum defocus parametes=0.45 (for Gaussian

|

complexity of the procedure for watermarking thegéa
format remote sensing image.

It is known that, in case of implementing an inten-
tional attack in order to detect the embedded wzdek,
it can be extracted or removed with the use of-asdled
"brute force" strategy. In this case, the attacexjuen-
prtially tries all possible embedding keys, and clesothe
key, that allows to detect and extract the wateknfrarm
a given image, as the "true" one (it is assumedt, tie

attacker is certain about the presence of the wiaie in
this image). Later, knowing the "true" embeddiny ké&
lows the attacker both extract and remove all vmadeks
embedded with the use of this key.

As an example, consider some robust watermarking
algorithms based on spread spectrum coding-B0y.

These algorithms use the secret steganographic key
for the selection (generation) of an m-sequence, or
Kasami sequence, and then use the selected segifence
modulation and coding of the embedded binary water-
mark. In fact, in these algorithms the m-sequerseal dor
modulation is the only secret information requiried
watermark extraction. When such approach is udes, t
length of m-sequence is approximately equal tontin@-
ber of carrier image pixels: thus, for the imagesize
640x% 480 pixels we need to use the m-sequence of length
approximately Zbit. It is known that the number of dif-
ferent sequences of a given length is bounded abgve
the value of Euler function; for the m-sequencédeofjth
2%8 it the number of different sequences can be atedl
(according to [51]) as=500% Therefore, if attackers
know about the use of m-sequences for watermarkumod
lation, they can try to extract the watermark byterforc-
ing all m-sequences of a given length. Consequeutly
ing the found original m-sequence, attackers capldm
ment a "watermark estimation attack", and remowe th
embedded watermark with minimal loss of carrier gma

ality.

Next, we propose new algorithms for generation of
multidimensional noise-like digital watermarks, wihial-
low both to improve watermark robustness against at
tacks, and to reduce computational complexity ofewa
marking procedures.

For the majority of watermarking algorithms it &-r
quired to use two-dimensional key bit sequenceteaus
of one-dimensional (such as the user passwordjhin
Ocase, the secret "key" (user password) is firsivegad
J€nto two-dimensional noise-like "template” imagehieh

is directly embedded into the carrier image.

On the one hand, the algorithm for key sequence gen
eration proposed in this section provides the loon(-
pared with the truistic case discussed above) pitityaof

Scollisions due to the adjustability of minimum dgcl
MHamming distance [50]. In this case, the collisio@ans a
situation, when the watermark embedding is perfdros

blur).

Fig. 15. Distorted watrrked mage

According to obtained results, we state, that tlae
termark detection algorithm allows to detect viualg-
nificant image modifications of the most commonesp
(noise adding, block replacement, blur) with a jaitaility
Po0>0.9999.

The results show, that the watermark embedded
using the developed algorithm is robust againstexip
ously listed set of image transformations, and ,aés@n
in case of such distortion, allows to detect thedified
image regions.

2.4. Development of algorithm for generating a rstbu
and semi-fragile large-size watermark with improveel
sistance against intentional attacks

This section describes a method for improving
bustness of digital watermarks, embedded into far|
format multi-channel and hyperspectral images, thase
the use of pre-generated multidimensional (twothoee-
dimensional) noise-like digital watermarks. Moregwee
propose a new algorithm for generating such riksee
binary digital watermarks based on a secret ker(
password). Such algorithms and methods allow to
plement (without reducing the overall steganograpbt

\

bustness of the embedded watermark) the most camg
tionally complex embedding operations (e.g., getieara
of a noise-like additive watermark, robust to aewidnge
of distortions) in a preprocessing step, and, thersig-

nificantly (up to 5-10 times) reduce the computadio

Uing one secret embedding key, and the extractidrveri-
fication can be performed using a number of "falesy's,
which are close to the original one, accordinght® lHam-
ming distance criterion. On the other hand, theppsed

algorithm significantly exceeds the existing anakeg by
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the number of various key sequences of a giventher
(and, hence, by the robustness against brute-&btaeks).

At the first stage of the developed algorithm, tiee
cret user password is converted into the one-diiroerak
key sequence with fixed minimum cyclic Hamming di
tance. In its turn, the first stage of the algarthdis-
cussed in this section, can be divided into théo¥ahg
steps.

In the first step, the user password, represensed
bit sequenc® = pipzps...pn, iS encoded using a redunda
BCH code with a minimum code distaricd he result of
the encoding is a bit sequentgss=titots...th+k (Where
bits tnh+ithsotnes.. .tk are added as a result of redundd
coding). Obviously, in this step, the number of ible

user passwords of length and the number of the corrg-

sponding binary sequenc&sss is 2. Due to the proper-

ties of BCH code, we can also assert, that the Hamn

n

distance between two arbitrary sequentgs, and T

of equal length is not less thanwherel is a minimum
BCH code distance used in this step.

In the second step, for the further transformatibn
the user password into the key sequeBGcee use the
comma-free binary code, which consists of four cg

words S={S,, §.. S, § (the length of all code words
is s bit), and the m-sequendé = mumpme... Mo+, Where
m is thei™ bit of the sequenchl, 1<i<n+k. The key
sequenceC = C1CxCs...C+is IS formed on the basis of th
sequencelpass Obtained previously, according to the fo
lowing equation;

Sor if 1t=0u m=0,
S if =1 u m=0,
{cjcj+lq+2...qﬁ_l}— S, if 1=0 1 m=1"

S,if t=1u m=1,

wherej =ils, 1<i<n+k.
The cyclic Hamming distance between two key 3
quence<’ andC” of lengthL can be defined as

h
— mi 2 ' "
)\C'C" - ng:]n Ch O Ch+Ah’
h=1

whereO<Ah<L and f+Ah) is calculated modulb.

For cyclic invariant codeC, the minimum cyclic
Hamming distance is defined as a minimum possiale
ue of the cyclic Hamming distance among all possi

pairs of code words irC . As shown in [52], the mini-

mum cyclic Hamming distance of key sequences used f

watermarking directly affects the robustness of ¢ne
bedded watermark against brute-force attacks.2hifss
shown, that for two arbitrary key sequen€®sand C",
according to the rule (5), the cyclic Hamming dista
does not exceed the value:

A =min( th,,h,0(n+ K)/ 2, h, ((n+ K),
whereh. is a comma-free Hamming distance determiri
for comma-free codeS; hs is a minimum code distancs

dples of generating the comma-free cofie which con-
sists of four code words of equal lendihare given in
Table 3.

Besides, in [47] it is shown, that by the number of
5-possible key sequences of a given length, the auafe,
sidered in this section, is significantly superiorother
known cyclic invariant codes, which allow to gerterthe
code word on the basis of the password set by user.

Table 3. Examples of comma-free codes,
comprising 4 code words

A
nt

bl h|hs sw N se st

n 5] 1] 1 10110 01001 10111 01000
6| 1] 1| 101100, 010011 101000 010111
7] 2] 1] 0001101 1110010| 0011101 110001p

At the second stage of the algorithm for generating
two-dimensional noise-like templates, the one-
dimensional key sequences, generated at the fages
are converted into the two-dimensional noise-likeaby
templates, while maintaining a fixed minimum cyclic
Hamming distance.

Next, to convert the one-dimensional key sequébce
into two two-dimensional noise-like templafés andM;
déor further watermarking, we need (according to the

quirements discussed earlier in this section) tdope
the following steps.
In the first step, we need to generate two temporar
| binary arraySRo(v, h) andRuy(v, h) of sizeVxH bit, where

I H=(n+K)[S, VIHH=MIN, by using the algorithm for pro-

" ducing optical orthogonal codes, represented in]. [50
Thus, the first rows of arrayBo(v,h) and Ry(v,h) are
formed according to the relationsRy(1,h)=C,,
Ri(1,h)=Cxn. Then, theg" row of the arrayRo(v,h) is
formed through cyclic shift ofg—1) ™" row by giGo posi-
tions (whereqo is prime, and the valug(do is calculated
modulo integeH). Similarly, the arrayr; is formed: §—
1) row of the array is formed through cyclic shiftthe

eprevious row byglds positions ¢.# qo is prime, the value
gldo is calculated modulb).

In papers [49] and [50] it was proved, that for two
dimensional binary arrayRy(v, h) and Ri(v, h) the value
of the cyclic Hamming distance is close to the mmaxin
(i.e. to VH) in case of non-zero shift values (in case of
cyclic shift of two-dimensional arrays, it is assednthat
the array Ryo(v,h) remains unchanged, and the array
bl Ri(v, h) is cyclically shifted byAh rows andAv columns).

In the last step, arrayRq(v,h) and Ri(v, h) are con-
verted into templateM; and Mg of size NIM, according
to the following relations:

M, (umodN ,u modM) = R ( umoaV ,u modH
M, (umodN ,umodM) = R( umodVv ,u mody

whereu [O[1, NIM].
According to [49] and [50], the proposed sequerfce o
(%(ransformations of original key sequer€also allows to
e L . : :
eep the minimum cyclic Hamming distance equahto
F for resulting two-dimensional templates, and sugtiic

of S (without considering possible shifts). Some exa

m-Hamming distance takes place only for zero shifties
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The difference between obtained two-dimensional-te
plates from original key sequences only lies in fhet,
that in the case of two-dimensional templates, tére-
plate cyclic shift is also two-dimensional, i.emigates
are shifted byAh rows andAv columns. With this in
mind, and taking into account the fact that obtdir
noise-like template®; andMg consist ofV repetitions of
original key sequenc€, the minimum cyclic Hamming
distance for templated; andMg can be calculated as:

A,y =V Omin(l th, h,[{n+ k) /2, L O+ K).

Actually it means that there are no such tw
dimensional key sequencddo and M,, that cyclic
Hamming distance between them is less than

To investigate the robustness of developed algosth
for generating key sequences, both against unioteait
distortions and intentional attacks on the digitslter-
mark, we conducted a number of computational exp
ments. For all experiments we used binary templistes|
and My of size 409% 4096 pixels, based on 47-bit pas
word (secret key) and redundant BCH co
(4095,47,955). To construct the key sequefethe
comma-free code, given in Table 3 (codeword len
s=5), was used. The minimum cyclic Hamming distan
for this class of noise-like embedding templates is

A,y =8190Min(191a05, 2040 1,4095 %) 1676,

Experiment on watermark embedding was condud
for 15 hyperspectral images of size 463895 pixels.

Each image comprised 450 spectral channels; therwat

mark was embedded into all channels.

Algorithms for robust watermark extraction, de

scribed earlier, are based on the use of so-cdliled
formed" watermark detector; in fact, during the evat
mark extraction from the frame we calculate a cro
correlation function of arrayM; and Mo, which are al-
ready known for detector, and individual spectrarmmel
of the analyzed image. The security of such sche
against intentional attacks depends primarily aabm-
plexity of brute force attack, i.e. against waterkndetec-
tion without knowing the proper embedding key. Adtu
ly, the watermark is vulnerable to such an attéake at-
tacker can try all possible key values (and theesmpond-
ing valuesM; andMy) in acceptable time, and select tH
one that leads to successful watermark detection.
Suppose that an attacker sequentially tries abiptes
secret embedding keys (for the proposed algorittir t
number is #"), and, based thereon, generates pairs of]

mthe number of possible secret embedding keys, qudl e
to 2.
For the experimental evaluation of the valdg,,,

the following experiment was conducted. At the staf
watermark embedding, 10 different "true" secretskey
€ were used, for each key the pair of templatésandMo,
was generated. Each pair of templates was usedder
termarking the separate hyperspectral image, ceingri
450 spectral channels. After watermarking, for eech
age we ran the brute force attack, i.e. we secplgnti
O-tried to extract the watermark using all possiliebed-
ding keys. As noted earlier, the number of suchséfa
keys is (27—1), what makes it almost impossible to im-
plement the brute force attack during the experiridne
to this fact, the experiment was simplified asdalé: to
implement the attack, from all{2-1) "false” embedding
Erkeys we used only 5000 template paitsandMo, which
are the "closest" to the original pair by the miaimcy-
B-clic Hamming distance criterion. Next, we evaluatee
Henumber of collisions under the assumption, thatvist
majority of collisions occurred during watermarkirax-
thion, is represented by these 5000 "closest" tetemla
CE€ After that, for all 10 generated embedding keys,
average number of collisions was calculated:

_ 1 10
N = N,
collis 10 Z j

j=1
whereN,; is the number of detected collisions fér'true”
embedding key.

The results of the conducted experiment show, that,
"~ after 50000 attempts to extract the watermark usiiveg
"false" keys, no collision was found, i.e. the alu

Ls Neois =0 was obtained. Accordingly, the estimation of

the computational complexity of brute force attaakes
the form of:

M N, =|M|/2=2712= 16*,

ted

collis

Such computational complexity of brute force attack
unambiguously allows us to speak about the indffect
ness of such attacks against the proposed algoritihm
comparison, the above mentioned watermarking algo-

€rithms based on m-sequences [51, 52] require oAf5
attempts to extract the watermark for the impleragon
of such attack.

By increasing the capacity of the set of all pdssib

a&teganographic keys, the developed algorithms atti-m

raysM: andMo, and uses them to extract the watermark,qs’ allow to make the watermark much more robust

from the selected image. The computational comple
of such an attack is proportional to the value:

Ny =[ M|/ (20(Nygys +12)).

collis

where|l\7|| is a number of different array pairs (since t

pair M1 and My is generated on the basis of one sed
key), N, is the average number of collisions per arf

pair. In the present case, the valNg,. should be evalu-

collis

I against its extraction without knowing the embeddiey
K. Thus, the average complexity of finding the cotrre
steganographic key by the attacker was increased f
10° (100000) iterations for existing algorithms to'“4id-

N€erations for developed modified algorithm with teme

rdparameters of watermark embedding and generation.

ay 3. Methods for passive protection of HSI data

Unified digital formats for storing and processivig-
ual information, including remote sensing data, dmee

ated experimentally, and the vaI{J\é| is determined by

widespread in recent decades. Consequently, sdioh in
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mation became much more vulnerable to intentioisl §i ed. The implementation of this algorithm is anatare

tortion (falsification) and unauthorized use (irrtpaular
copying and distribution).

Unlike active methods based on the use of digit
termarks, passive approach to detecting unauthbr
modifications does not imply any pre-distortionhyfer-
spectral image (i.e. digital watermarks are nodysk is
based on the assumption, that even if the altefiadi-(
fied) image does not contain visually detectabdeds of
modifications, these modifications can be detetigthe
image feature analysis.

Passive methods for digital hyperspectral image
thentication can be conventionally divided intooHdw-
ing groups [19]:

1) methods based on detecting changes in the inf
pixel level (Pixel-based) [53, 54];

2) methods aimed at detecting changes of interp
correlations, introduced, for instance, by usingsio
compression algorithms (Format-based) [55, 56];

3) methods for determining various artifacts oft@p
tographing apparatus, introduced by a camera &esen-
sor, or a built-in post-processing algorithm (Caane
based) [57];

4) methods for detecting inconsistencies in mugual
rangement of physical objects, light sources andeca
(e.g. different illumination of objects, mismatchtiveen
objects and their shadows) (Physically-based);

5) methods based on detecting mismatches betw
geometrical characteristics of real objects andtaligm-
age objects (e.g. inconsistencies in geometrie@dsions
of objects with respect to each other or to the erain
(Geometric-based).

Next, we consider the basic ways of hyperspeatnal
age falsification, and the corresponding passiv@irsy
methods. For each of selected directions we wiilywze
the existing methods and algorithms for detectiamg
then we will distinguish the direction of our resga

3.1. HSI protection against introducing distortion
of "resampling" type

Any geometric transformation (resampling) is impl
mented by means of interpolation algorithm (e.gubi
bic), for which an output pixel value is formed as
weighted sum of values of neighboring pixels omeayf
ment (before interpolation). In this case the datien
between neighboring pixels of the resampled fragm|
significantly increases [58], i.e. the value of keguxel
depends on its environment. With this in mind, eeeal-
oped an algorithm for resampled area detectiorhera-
sis of Expectation Maximization (EM) algorithm.

In order to solve the denoted problem, we devel@req

algorithm for distinguishing resampled areas, winetiee
analyzed hyperspectral image is divided into bloeksd
for each block the correlation between pixels &leated.
For the algorithm implementation, two hypotheses
referring a block hyperpixel to one of two classes in-
troduced: the first class M1 contains pixels whacre-
late with the neighboring, the second class M2 a@iost
the rest pixels. According to Bayes' rule, for eptkel

process, wherein with each iteration the dependeoet
ficients are specified, until the estimated errecdmes

v lower than the allowable (taking into account tlaetition

zanto classes M1 and M2). From the obtained dataph-

ability matrix is formed, such that in the resandptgeas
a periodic structure is observed, and it can bdyeds-

tected by Fourier transform. The analysis of therfeo

spectrum of the probability matrix shows, that toe

embedded block, bright peaks are well recognizékig

16), and, generally, they can be used to deterpanam-
aweters of geometric transformation (scaling factut eota-
tion angle).

age

xel

een

D

b)

Fig. 16. Fourier spectrum (a — for embedded block,
b — for unmodified image block)
of In practice, when we use the algorithm for distin-
guishing image resampled areas, we should congfur,
their location is unknown, or there is no such saraaall.
Thus, an important step of the algorithm is thealiza-
tion of resampled areas in the probability matiba

the probability of getting into M1 or M2 class ialculat-

solve this problem, we propose an algorithm of lloca
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spectrum analysis, calculated recursively (whigmii-
cantly reduces the computational complexity of Byoa
rithm) in a sliding window. Spectrum emissions ege-
ognized via peak filter, and a decision, whethes
resampled area exists, is made by comparison wit
threshold (determined in the step of algorithm sdjy
ment). Thus, spectrum analysis is conducted fanage
blocks taking into account the possible shift, vahpro-
vides a more precise localization of the resampled.

The Study of Algorithm for Resampled Area Dete
tion. To study the developed algorithm, we usegeh
spectral image obtained under AVIRIS program. Agaa
containing water texture was embedded into eaclyem
channel. Embedded area was subjected to geomeédric
tortions with rotation angle in the range of [80°], and
scaling factor in the range of [0.664].

To study the algorithm quality, we used a ratidhef
relative area of the detected image fragment torétee
tive area of the embedded fragment as a criterion;

K, =(S,,/S,)[100%,

ut

wherei 00,C -1 is anumber of spectral channel.
The value of the criterion for the whole hyperspalct
image is calculated as follows:

K:(ZKi)/C.

During the quality parameter calculation, a paramg
of false detection was also calculated, and theltresall
cases was 2-10%. The parameter of false detectam
calculated as a ratio of the area of incorrectljected
blocksS: to the total area of the original ima8eg:

Ko = (Sur/ Sg) 100%.

This parameter was also calculated for each chan
According to the dispersion of obtained valuesaih be
concluded that, in one area each channel is maddjfiis-
persion is close to 0), or something else is embegdd

The following parameter values were used as ini
conditions: the size of a processing window fogéar
format imageWS=256, the size of a sliding windov
L =64 and L=128, the size of a peak filter maSke= 3.

The experimental results show that the detectial-q
ity depends on the sliding window size. If its sizereas-
es, the quality of detection increases too (a smaihber
of incorrectly detected blocks), but the quality duftec-
tion decreases, if the size of the embedded infoomas
smaller than the size of the window. When the sizthe
window decreases, the quality of detecting the eldbd
information of small size increases, but also iases the
number of incorrectly detected blocks. The optineaii-
ant determination is a task for future research.

3.2. HSI protection against introducing distortioh
"JPEG compression" type

When the hyperspectral image is modified using i
age processing software, and after resaving thagénfor
individual spectral channels), global features alsange.
In this case, methods for detection of (JPEG) ceswyp

is modified. Well-known algorithms for JPEG tampeyi
detection [56, 59] use only one channel for detectind
cannot be applied for hyperspectral imagery.
h  Since the compression algorithm can be applied to a
h separate channel, and, thereby, modify its chaiatits,
the developed algorithm analyzes each channel tectde
inconsistencies in characteristics of spectral nbbn As
a solution to the problem of detecting hyperspédina
age fragments with different compression quality ya
c-tio, we developed DCT coefficient histogram spettru
analysis algorithm, which allows to establish soegu-
- larities numerically characterized by feature valaalcu-
a lated via spectra. Thus, the result of applying IR&EG-
dcompression is well seen on histograms of DCT ¢oeff
cients calculated by image blocks for fixed speautru
components.

By analyzing the histograms of DCT coefficients we
can determine, whether JPEG compression was applied
for the embedded part of hyperspectral image. |a th
case, the following situations are possible: JPEG-C
pression was not performed; compression was peerm
once; compression was repeatedly performed wifierdif
ent quality parameters.

Along with the detection algorithm, we also devel-
oped a method of determining the shift of JPEG -frag
ments relative to the embedding coordinates, whieh
multiples of 8. This method is used as a pre-pEings
operation for the analyzed image.

The proposed algorithms both perform the task withi
Wa unified information technology.

1. The basic shift of the block matrix is calcuthte
This operation is performed in order to provide detec-
tion of embedded JPEG blocks shifted in relatiorthi
original mesh.

nel 1.1. An arrayd8][8] is created, each array element is
a so-called JPEG-feature, calculated as follows:

1) a random set of blocks, comprising not less than

1000 blocks, is created,;
ial  2) blocks of the resulting set are shiftedfyAy, and
cosine transform is calculated,;

3) for all blocks the histogram of cosine transfaroa
efficients is calculated with a fixed shift;

4) histogram spectra are calculated;

5) for obtained spectra, features are calculated;

6) calculated features are converted into onerite
(periodicity criterion), recorded I§A[ 4y);

7) steps (23 (7) are repeated.

1.2. The minimum oS array is determined, its indices
are the shift$Shif{f0], Shif{1]. Thus, an invariance to the
shift of the embedded area is obtained.

2. Blocks are pre-clustered on the basis of thécbas
shift. At this stage, background image blocks amasat-
ed from blocks, which demonstrate any JPEG prageerti
As a result of this procedure, two clusters arenfm:
first are the block coordinates without propertiégperi-

Modicity and monotony, second are, respectively,ttzd!
rest, that are divided by quality and ratio of JP&fm-
pression at a later clustering stage.

3. Image blocks are clustered on the basis ofdhad

t

sion application can be used to check, whetheintlage

basic shift. An iterative procedure is repeatedl bitcks
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are divided into clusters, or the number of clusteach-
es the maximum allowable number.

3.1. We assume, that all image blocks belong to
same cluster.

3.2. For all blocks of each cluster, histogramscanme-
structed (see para. 2).

For each block we verify, whether it belongs to ofie
the current clusters. If the product of probalatifor
given block frequencies is above the threshold, bfdck
belongs to the cluster. If for all existing clusténe value
of the product is smaller than the threshold, themew
cluster is created, wherein the block is placed.

The study of algorithm for detection of fragmentsjected
to JPEG compression

Table 4 and Fig. 17 show the results of the studly
the algorithm for detection of embedded informatigth
JPEG properties. The dimensions of embedded ari#as
different JPEG compression properties were frorm 64
to 512x 512 when the dimensions of the input hypersp
tral images were from 2002000 to 600& 6000.

Table 4. Quality of detection of dual JPEG compias$or
different combinations of quality parameters

Q2 50% | 60% 70% 80%| 90%
Q1
50% - 100%| 100%| 100% 90%
60% 100% - 100%| 100% 95%
70% 100%| 100% - 100% 92%
80% 100%| 100% 95% - 80%
90% 95% | 95% 95% 75% -
1.0
\\
0.8 .
\\
0.6
\\
0.4
\\
0.2
\
0 , , , , \,
50 60 70 80 90 100
JPEG quality, %

Fig. 17. Quality of detection of single JPEG congsien

The data, presented in the table and figures, tee
average over the set of 5 hyperspectral imagesjraut
under the AVIRIS program. According to the datag
detection quality is very close to 1 in most casdsich
indicates a high accuracy of the developed algorith

Also, during the study, we obtained the relatiopshi
between the quality of single JPEG compressionthed
values of peak periods of the DCT coefficient speat
The results are shown in Fig. 18. If we calcul&ie peri-
od via the DCT coefficient histogram spectrum bings
this diagram, we can obtain the initial value of tHPEG
compression quality.

3.3. HSI protection against introducing distortion

of "undistorted duplicate" type

The most common way to counterfeit a hyperspec

image is to copy some image areas to hide an objec|
this case, an image part is copied, and pastecamtther

—

t

(0]

part of the image in the place of the object, whklkex-
pected to be hidden (Fig. 19).

the 500
400 2
/ -
300 ~ —
200 ‘
,/‘/
A/’
10— ==
0,
10 20 30 40 50 60 70 80
JPEG quality, %

Fig. 18. The relationship between JPEG compressiaiity
and values of DCT coefficient spectrum peak periods

Fig. 19. Example of an image containing a duplicate
and the attack detection result
Such operation is performed for each spectral
channel to hide the traces of modifications. Ifstig
done carefully, even an expert will not be ablado-
ognize a counterfeit and determine the modifiedaare
To try all the possible combinations of dimensiaris
modifiable regions, and their location, is a time-
consuming task, and for large-format images thbpr
lem cannot be solved at all.
The most well-known duplicate detection algorithms

[53, 54] are based on block-based discrete cosarest
form and principal component analysis. Duplicateaar

radre detected using lexicographical sorting of femattec-

tors, which consist of DCT coefficients, and thdsa+
guent grouping of blocks with the same spatialtshif
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In this paper, we propose to analyze all the ima
fragments of sizeaxb sequentially — in the so-calle
"sliding window" ("processing window") mode. Foroba
position of a "sliding window" a value of hash-ftioo
(deterministic algorithm, which converts an inpatalar-
ray of an arbitrary length into an output bit sfyinf a
fixed length) is calculated using the correspondigge
counts, and placed into a data structure, wherath ¢
hash value corresponds to the number of occurreoicq
such values (and correspondingly, fragments) orirthe
age, called the hash table. The values of the taidh,
which exceed "1", correspond to the values of thshh
function, which are derived from the potential doates
(their position on the image is specified during second
run through the image). In this paper, the comprat
complexity of such a solution (analysis of all theage
fragments) is mitigated by the method of constarcand
implementation of the hash function calculatiom¢si the
algorithm generalization to the case of using savesish
functions is trivial, it is not considered).

Thus, instead of pairwise comparison of all possi
fragments we propose to detect matching fragmesitgyu
hash table.

We developed an algorithm for undistorted duplicat

detection, which is based on the use of hash fomstof
analyzed areas. We used the following hash funstion

— bit projection (selection of fragment pixel bitsa
way to comply with a condition of physical realidép
of hash values);

— modular representation of the image fragmenteco
sponding to a rectangular template.

Construction of algorithm for undistorted duplica
detection is based on the selection of the stratteie-
ment, under which bits for hash generation arectsde
First, an array for storing the resulting field,j) OB is
formed. In the first step, far=0 the hash table of has
valuesHo(m, n, f) is constructed: image bit positions, us
to derive the hash value, are calculated undeséterted
structural element. Along with filling the hash tebthe
field t(i,]) is filled with values. In the next step, for 1
we analyze only those positions of the processiig W
dow, where duplicates may be located, i.e. in viéwal-
culated valued(i,j) for r=0. At each iteration of the al
gorithm, the number of false duplicate detectiorlit
sions) decreases. The iterative process stops, wWieer
number of collisions on™" iteration coincides with the
number of collisions onr1)" iteration, or when they
are not found.

The Study of Algorithm for Undistorted Duplicat
Detection. The key parameters of the proposed fuesh
tions are:

— a maximum value (a hash table length2<Y);

— processing window parameterandb.

A quality indicator for hash functions and for the
gorithm (for a specific set of images) is the numbg
wrongly detected duplicates — collisions)( Diagrams
show the relative number of collisions, ixe= K/ MN.

For the experiments we used 3 hyperspectral img

1geerform calculations we used a standard PC (C@yedd
l Q8300, 4 Gb RAM) with 64-bit Windows 8 OS.

For simplicity, we will denote the hash functiorsbd
on the bit projection — 1 o¥, and based on the modular
representation — 2 ar.

Figure 20 shows the dependencexobn parameters
axb of sliding processing window. As can be seen from
the diagram, hash function 2 demonstrates therbsstt.

0.008 Ty

0.007
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0.005

0.004

0.003

0.002

0.001

0

S

\
\

\

K

~.
........... \>\ aXb

9%9 9x10 11x11 13x13  15x15
Fig. 20. The relationship between the relative numbe
of collisions and parametersxab

Figure 21 shows the dependencexadn the number
of bits k, used to represent hash values. As can be seen
rom the diagram, for all hash valugsas a tendency to
increase with the decreasekint should be noted that for
the hash function 2 the number of collisions insesa
slower than for the other two.

XA
" 0.20 \\\\\“~
A A
e 075 o~
0.10
N 0.05
Bd ............................................. BWereeerenancnnncananan]  TTTTTTT T TP,
0l | | | axb
9x9 9x10 11x11 13x13  15x15

Fig. 21. The relationship between the relative
number of collisions and the number of hash valte b
3.4. HSI protection against introducing distortioh"ge-
ometrically distorted duplicate" type

The existing algorithms for detecting geometrically
transformed duplicates [55, 56, 60] are based ati-pa
tioning the analyzed image into blocks (usually -non
overlapping), and their pair-wise comparison. ladt®f
block pixels, secondary features calculated byksdbat
are invariant to transformations are commonly usbdn
comparing the blocks. The proximity of two bloclatfere
vectors under a certain criteria indicates the lanity of
two blocks, which may be a consequence of introduce
duplicates.

A lot of problems occur when using this approabk, t
major ones are.

1. Block size selection. For a small block size the
number of required block comparisons is unacceptabl
géugh for practical implementation of the algorithFor a

a)

without duplicates, obtained under AVIRIS prograro.

large block size, the block may appear to be grahtn
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the duplicated area, which will lead to the impbiisy
of its detection.

2. Choosing the scheme for partitioning the image
into blocks. When using a partition without overlapping
duplicates located on the block boundary can stadeu
tected. The use of overlapping leads to a shamease in
the number of blocks.

3. Comparison algorithm selection. A direct com-
parison of each block pair in spatial or specthdin is
unacceptable from the computational standpoint.ain
ternative way is to use for comparison a small (carad
to the number of pixels in the block), number aftiees.

4. Selection of features, invariant to possible distor;
tions of the duplicated image fragment.

5. Selection of a decision rule for determining the
identity of blocks, and determination of its paraens,
i.e. parametric adjustment via existing samplesnafges
with duplicates.

For reliable detection of duplicated areas, the si
the analyzed block should not exceed the size efdiir
plicate (otherwise, the block will "capture" undigpkted
background, i.e. the original block and duplicatédif-
fer). At the same time a significant decrease ehtock
size (to several dozen pixels) will lead to a hngenber
of false similar areas detected pairwise, and wilentu-
ally, make the duplicate detection much more diffic
The block size should be smaller than the area a@ t@
detect, to ensure that for a minimum shift (by tepi of
the analyzed block, the block is in the duplicatedge
area.

Since the duplicated area form is a priori uncerti
would be optimal to use the block in the form dfircle.
However, the use of fast spectral or recursiverélyos
for feature calculation makes it appropriate to sgeare
blocks. Moreover, the use of such algorithms (&gt
Fourier transform) makes it appropriate to use blsiz-
es, which are powers of two.

Speaking about the partitioning scheme, it shodd
noted that in case of simple image partition intmn
overlapping blocks for subsequent comparison, g@i-du
cate can appear in several blocks, covering omqdgra of
each block, and, therefore, remain undetected.

The most reliable, in terms of detection qualitygyw
is to compare each block with all possible (oveplag)
blocks.

Taking into account the problems stated above,
developed an algorithm for detecting geometricality-
torted duplicates on hyperspectral images withuses of
features invariant to affine transformations. Wedisou-
rier-Mellin transform coefficients as features.

The proposed information technology is based on
following principles, which provide the problem opi-
zation in "solution reliability - computational cqiexity"
coordinates:

—the use of Fourier-Mellin transform for calcufeti
features used for the block comparison (these ffestare
invariant to rotation and scaling of the image fmamt;
the invariance to linear brightness transformatisrsasi-

]1

—the use of scheme with block overlapping (which
improves algorithm reliability), and the sliding rdow
mode for recursive computation of the Fourier speot
(which reduces the computational complexity), foe t
duplicate detection.

The Study of Algorithm for Geometrically Distorted
Duplicate Detection. During the study on the sévisjt
of the developed algorithm to changes in the anfl®-
tation of duplicate embedding area, the resultsvshim
Fig. 22 were obtained.

/

100 A
\ / \ /

90
80 | ———— ___ —

70
60
50
40
30
20
10

80 100 120 140 160 180

Duplicate rotation angle, degrees

Fig. 22. The dependence of the detection quality
on the rotation angle

As a quality criterion we selected the same coteri
as for the study of resampling detection algorithm.

As can be seen from Fig. 22, the developed alguarith
demonstrates a high precision invariance to thaticot
angle, since during the feature formation in ais§dvin-
dow, their values are calculated via the inscribede of
the window to avoid redundant pixels, which conité
substantial error, when features are formed viacihe
cumscribed circle or via the sliding window. Suchap-
proach yields better results in comparison with ekist-
ing results, demonstrating the successful detectfoge-
ometrically transformed duplicates, subjected t@tion

0 20 40 60

bby an angle not exceeding®15

Conclusion

In this paper, methods of compression and protectio
hyperspectral remote sensing images, are propAsgen-
eral structure of the method for compression anteption
of hyperspectral data, algorithms for speed staitin of
the compressed data stream generation, algorittums f
noise immunity enhancement, and spectral compa@nt

weroximation algorithms, that are well adapted far tise of

HGI-compression when solving hyperspectral image- st
age problem, are developed. We evaluated the #igori
effectiveness, and also compared these HGI-cosipres
algorithms with previously developed, using thd fdabit

thémages made by hyperspectrometers. The prospecis- of

ly achieved by image block preprocessing);

ing the HGI-compression for hyperspectral imageaste
problem solution are shown.

For data protection against unauthorized copying
and modification, algorithms for digital watermagkn-
bedding and extraction, based on spread spectruda mo
ulation, are proposed. The proposed algorithmsrder
bust digital watermarking preserve embedded infor-
mation in case of typical data conversion operation
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compression, filtering, geometric correction, adtion
of fragments and two-dimensional sections of hyp
spectral images.

In the paper we have shown that, in comparison &ith
isting analogues, the developed methods are much e
bust against watermark extraction by means of torte
attack on the steganographic key. Thus, the average
plexity of finding the correct steganographic keythe at-
tacker increased from i@erations for existing protectior]
algorithms to 1¥ iterations for developed algorithms.

For passive HSI protection we developed algorith
for detection of four basic attack types: resamplattack
based on JPEG compression, undistorted duplicate
bedding, and geometrically distorted duplicate eanb
ding. The proposed methods demonstrate high quatit
data distortion detection and low computational plex-
ity. Experimental studies have shown the advantaigd
the developed algorithms over existing solutions.

Implementation of the proposed methods and al
rithms in systems of remote sensing data formati
storage, and transmission over communication ch
nels, is an important direction in security of info
mation systems related to processing and analyfsig
visual information.
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