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Abstract
We report on the parallel implementation of a muiéw image segmentation algorithm via

segmenting the corresponding three-dimensi

onalesCEme algorithm includes the reconstruction

of a three-dimensional scene model in the form pbet cloud, and the segmentation of the re-
sulting point cloud in three-dimensional space gghlie Hough space. The developed parallel al-
gorithm was implemented on graphics processingsumiing CUDA technology. Experiments

were performed to evaluate the speedup and eféigief the proposed algorithm. The developed

parallel program was tested on modelled sce

nes.
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Introduction

Image processing and analysis, as well as thedhs
image segmentation is one of the most importasérious
spheres of human activity. Many modern applicatiare
based on information processing. In many casemtbe
mation to be processed is in the form of imagesioét
from cameras. However, some images do not con
enough information to perform a reliable segmeoiati
For example, this can be the case when the tegfiseene
objects consists of large regions of different caldn this
case, if there are several images, it is betteotsider the
three-dimensional structure of the scene rather the in-
tensity characteristics of individual images.

There is a considerable number of algorithms
methods for 3D scene model reconstruction from imy
view images [2, 3]. However, if the images wereaotsd
from different views, the camera parameters araomk,
S0 it is necessary to determine these parametaraniber
of papers [4, 5] were devoted to multi-view imagatech-
ing in case when camera parameters are unknown.

One of the approaches to the three-dimensionales
segmentation consists in the detection of objatthis sce-
ne that have a certain similar characteristic [6F-@r exam-
ple, in paper [8], the plane detection in a scepeasented
by point cloud is considered. It is devoted to ¢hee when
the point cloud was obtained by LIDaR surveying.

In this paper, the three-dimensional Hough tramsfisr
used to detect the planes. The purpose of the pager
speed up the technology proposed in [9] througiptral-
lel implementation of one of the stages of thihtedogy,
namely the detection of the most suitable plan@gubke
Hough space. Experimental results demonstrating
speedup of the parallel implementation of the dtyor
compared with the sequential implementation arergiv

An overview of the technology

The main stages of the multi-view image segmer
tion technology using the three-dimensional Houghs-
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Fig. 1. The scheme of the technology

According to the scheme, first a three-dimensisoahe
model is constructed from two images. In this paperuse
the algorithm for camera parameters determinatgscribed
in [10]. Using the Lucas—Kanade method [11], wenf@n
t€@ptical flow which matches points between the firstl sec-

ond images. The point cloud based on the matchiamet) is
formed by triangulation [12]. Then, the Hough tfans is
applied to all points of the resulting three-dimenal scene.
Among all the planes, the maximum in the accumulgiace
is detected using the transformation, by meanshi¢hathe
background plane is selected. Further, by calogldtie dis-
tance from the points to the detected plane, wilaigne
model into two: one model consists of the backgiquoints,
and the other contains the points of the objedi®r Ahese
steps, it is possible to segment the initial imagssg the ob-
th@iined segmented scene. The key stages of theotegimvill
be considered hereafter.
The goal of the 3D scene model segmentation isfda-s
rate the objects from the background of the scEoeletect
tathe planes (background and objects in the scdmethtee-

Background plane

!

Segmented model
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Segmented images

form proposed in [9] are shown in Fig. 1.

transform is a way of parametric objects detectiamch is
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dimensional Hough transform is performed. The Hough
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commonly used to detect lines and circles, and athapes
in the image. For example, in paper [13] the géizerh
Hough transform is used for detection of a varatywo-

dimensional objects with the reference contour.

When performing the Hough transform, for all give
points in the initial space the assumption is matether
they belong to the desired object or not. Thus, tfis
purpose the equation for each point of the sceseli®d
to determine certain parameters that representithugh
space. At the final step the maximum values arerde

three-dimensional array of integer values is usedm
accumulator array. For each element in this spaeetis
a corresponding plane with the parameters thaspeei-
fied by using the coordinates of this element.

n  Since the exact mapping is impossible due to the di
creteness of the array elements, then for each foim
the point cloud the algorithm increments the vabfe
those elements of the accumulator array that qoores
to the planes passing through the given point oitsn

t neighbourhood.

mined in the Hough space. Thus, we obtain the parain  Using the pseudocode, the above algorithm can be

ters for the equation of the desired object, wheithis a
line, a circle, or some other figure.

There are also several modifications of the Hough

transform: probabilistic, random, hierarchical, ghdg
space blur, the use of the image gradient, andsthe

As the input values we use a set of points froraehr
dimensional real space. The plane can be represeste
ing the normal vecton to this plane and the distanpe
from the origin to the plane. Then, for each pgimn the
plane the following equation is satisfied:

p=plh=pn+pn+pn.
After substituting expressions for the angles betwsg

the normal vector and the selected coordinate sydtee
plane equation can be written as follows:

p, [cosB Isinp + p, Usinp Osi+ p,Ocagp=p, (1)

where® and ¢ are the angles defining the normal vect
The coordinateg, 6 and p form such three-dimensiong
Hough space, that for each point in this space tises cor-
responding plane in real three-dimensional spadeuwrh, for
each pointXo, Yo, 20) of a real three-dimensional space the
is a corresponding surface in the Hough spacehatcetich
point of this surfacedy, 6,p) characterizes a certain plarn
passing through the required poix, Yo, zo).

In this paper, we solve the problem of determirthmy
background plane containing the greatest number
points from the formed point cloud. For all the mei
from the initial cloud, after determining the paeters

($,6,p) of the background plane, it is determined whe

er this point belongs to the plane or not. To fihid out,
the coordinates of the point are substituted ihtoplane
equation. Next, we obtain some value that we coenp
with a certain threshold:

P, [¢osh Csin + p, Osird Osif +
+p,[Goshp-p<A.

All the points satisfying this inequality belong tioe
plane, the others are considered objects of theesce

The results of the model segmentation can be used
the initial image segmentation, since there is etorone
correspondence between the pixels of the imageshang
reconstructed points of the three-dimensional model

)

Sequential implementation of the three-dimensional
Hough transform algorithm

Consider the algorithm that is used for the thrg

written as follows:

Sequential implementation

“Input data: Point cloud
Output data: Accumulator array

For each point, yo, o) in point cloud
For each angl@ from 0 tortwith stepr/180
For each anglé from O tortwith stepr/360
Calculatep according to (1)
Cast to integer type
If p<A
Increment operation (6, ¢, p)=A (6,9, p)+1
h End loopd
End loop6
End loop %o, Yo, 20)
Find maximumA (6, @, p)

As a result of this algorithm implementation, eath
‘ement of the resulting array is assigned a numéénei
| as the number of points from the initial point aou
where the points are located in the neighbourhdatieo
plane specified by this element. The element ofattnay
I'&vith the maximum value is the required point spgoij
the background plane.

pr

D

Parallel implementation of the proposed algorithm

The Hough transform is computationally complex ttue
dhe irregular access to the memory during the merg op-
eration of the accumulator array. The use of CUQANG-
pute Unified Device Architecture) technology enahls to

thdecompose this operation. However, due to the rafeme
tioned irregular and unpredictable memory accasseffec-
tive implementation of the Hough transform algaritbn a
a rgraphics processing unit is nontrivial [14].

The architecture of NVIDIA GPU (Graphical Pro-
cessing Unit) is based on streaming multiprocessors
(SMs), scalable by the number of threads. Each GPU
multiprocessor executes a thousand threads at e tim
When the CUDA program on the host CPU calls the GPU
kernel grid, the thread blocks that form the gnid dis-
tributed among the streaming multiprocessors (SWisg.
fGPU kernel grid is the part of the CUDA program eod
running on the GPU. The threads do not necessaxay

I cute the same program (the GPU kernel) simultarigous
At the same time, threads combined in one block of
threads are executed. The threads inside the bdbck
threads are located in warps, and each warp ceng&n

threads. Each thread in a warp performs the sastei@

*tion per one clock period [15].

dimensional Hough transform realization in this grap\
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The proposed three-dimensional Hough transform
gorithm is implemented as a CUDA program. In CUQ
program, a part of the code is executed eitheherCPU
(host) or on the GPU (device). The algorithm of iime

plemented program consists of five successive sfeps

al- Calculate the thread indéc
A id =blockldx.x* blockDim.x+ threadldx.x

Read the 3D coordinates from global memory

For each angl8 from O tortwith incrementrv180
For each anglé from 0 tortwith incrementv360

which are given below. The device performing thecer gompl:tef)t
dures at this step is indicated parentheses (nakt\vice). IfasipAo integer
The main steps of the CUDA program: pAtomic incrementa (8, @ p)
1. allocation of memory for input and output data @ P
End loopd
the global memory of GPU (host); End loopd
2. copying the input data from RAM into the globgl
memory of the GPU (hOSt).; . Parallel implementation 2
3. performing GPU kernel grid and saving the calgu ——
lated values of the accumulator array in the global Input data: Point cloud
memory of the GPU (device): y g Output data: Values of the accumulator array for all points
' for a single pair of anglésand
4. copying the results from the GPU global memary gep 9 ¢
to the RAM (host); Calculate the thread indeéc

After the accumulator array formatlon the tasldef
termining the parameters of the required plane ineso
trivial.

For the above-mentioned scheme of the CUDA p
gram, two implementations differing in the thirdest
were considered. These implementations differ ia
number of parallel processes (threads) and the atamg
tional complexity of each of these processes.

In the case of the first parallel implementatioacte
thread calculates valugsfor all anglesd, ¢ for a certain
point in the three-dimensional space. In the cdsthe
second implementation each thread calculates vaglue
for all points for a certain pair of anglés¢. The draw-
back of the second implementation consists in iplelti
calls to the global memory of the GPU to read there
dinates of the three-dimensional point. However biath
implementations it is difficult to estimate the lggibns
that arise when the content of the same memory
needs to be changed for the execution of a trainsact
different threads.

As it can be seen from the pseudocodes of thelelar
implementations, each thread executes loops wifthrdi
ent parameters and different number of operatidhs
size of the grid also varies.

The speedup of parallel implementations in compa
son with the sequential one was calculated by dhevi-
ing formula:

tCPU

+t

S=

®3)

t +1

HtoD kernel DtoH

wheretcpy — execution time of the sequential algorith
thop — transfer time of the input data from RAM of CP|
to global memory of GPU (host-to-devicésme — time

of CUDA kernel executiortpin — transfer time of the re;
sulting data from global memory of GPU to CPU RA
(device-to-host).

Parallel implementation 1

Input data: Point cloud

Output data: Values of the accumulator array for each pair
of anglesb and¢ for a single point

Calculated, ¢: 6=id/360 andp =
For each pointx, Yo, z0)
Read the 3D coordinates from global memory

Computep:

Castp to integer

If p<A

Atomic incrementA (6, @, p)

End loop o, Yo, 20)

id/360

[O-

h

5. Experimental results

To test the efficiency of CUDA implementations of

the parallel algorithm, the following experimentera
scarried out. A point cloud of 158877 points wasdiss
input data. The experiments were carried out usimgg
following equipment: CPU: Intel Core i7-6700K, 4 &H

studies of the execution time of the algorithm stnewn
in Fig. 2, Fig. 3 and Table 1.
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Table 1. Execution time and speedup for 15887 7tpoin Vision and Image Understanding 1999; 76(3): 244-258
DOI: 10.1006/cviu.1999.0793.

Speedup [3] Pollefeys M, Koch R, Van Gool L. Self-calibrationcametric
reconstruction in spite of varying and unknowniisic cam-

Execution time
(milliseconds)

Sequential implementation 13098 . era parameters. International Journal of ComputisiolV
Parallel implementation 1 1353 9.7 :
Parallel imglementation 2 2139 6.1 1999; 32(1): 7-25. DOI: 10.1023/A:1008109111715.

[4] Eisert P, Steinbach E, Girod B. Automatic reconsioac

Fig. 2 illustrates the dependency of the implemerjta  of stationary 3-D objects from multiple uncalibriteam-
tion time of sequential and parallel implementagiam era views. IEEE Transactions on Circuits and Systiims
the number of points. Fig. 3 shows the dependehtieeo Video Technology 2000; 10(2): 261-277. DOI:
speed-up of the parallel implementations on the barm 10.1109/76.825726.

. . - [5] Reitberger J, Schnérr C, Krzystek P, Stilla U. 2greenta-
of points. Both parallel implementations demonstiie tion of single trees exploiting full waveform LIDARata. IS-

same time of 2500 points. However, when the nurobe PRS Journal of Photogrammetry and Remote Sensidg; 20
points is greater, the first implementation is exted 1.5 64(6): 561-574. DOI: 10.1016/}.isprsjprs.2009.02.00
times faster than the second one. [6] Tarsha-Kurdi F, Landes T, Grussenmeyer P. Hough-
The sequential implementation of the Hough algo- transform and extended RANSAC algorithms for automat-
rithm was carried out in 13 seconds. For paraiigble- ic detection of 3D building roof planes from liddata.
mentations 1 and 2, the execution time was 1353 pnd Proceedings of the ISPRS Workshop on Laser Scanning
2139 milliseconds, respectively. A feature of teeatlel 2007; 36(3): 407-412. o
implementations is the occurrence of situationsmdiie | [71 Zhang J, Lin X, Ning X. SVM-based classificationseig-

ferent threads simultaneously perform an increrneet- mented airborne LiDAR point clouds in urban areas. Re
yp rog mote  Sensing 2013; 5(8): 3749-3775. DOI:

ation on the same variable. For atomic access ol ga 10.3390/rs5083749.

thread to a specific area of memory, a special ai{@T | [g8] Borrmann D, Elseberg J, Lingemann K, Niichter A. The
atomicAdq) was used to ensure atomicity. The smallest 3D Hough Transform for plane detection in pointucs:

execution time was registered for parallel impletagon A review and a new accumulator design. 3D Research
1, for which parallelism was implemented at theclesf 2011, 2(2): 02003. DOI: 10.1007/3DRes.02(2011)3.
decomposition by cloud point data. [9] Goshin YeV, Loshkareva GE. Segmentation of steneo i
ages with the use of the 3D Hough transform. CEUR
Conclusion Workshop Proceedings 2016; 1638: 340-347. DOI:

The proposed algorithm was implemented as a G++ 10.18287/1613-0073-2016-1638-340-347. ,
10] Goshin, YeV, Fursov VA. 3D scene reconstructionfro

rogram using CUDA technology. Experimental stud esI ' . e
gf ag:hievablegvalues of accuracgyan d ?eliabilit avear- stereo images with unknown extrinsic parameters. -Com
y ¥ puter Optics 2015; 39(5): 770-776. DOI: 10.18283/1

ried _out. During_ the experimental studies of theh@lo- 2452-2015-39-5-770-776.
gy, its operability was demonstrated and a comp@al [11] Lucas BD, Kanade T. An iterative image registratiech-
study of the efficiency of various parallel program- nique with an application to stereo vision. IJCAB1981:
plementations of the proposed algorithm was camietd 674-679.
The greatest speedup (by a factor of 9.7) was méudafior | [12] Hartley RI, Sturm P. Triangulation. Computer Visiamda
the para||e| realization 1. Image Understanding 1997; 68(2): 146-157.
[13] Fursov VA, Bibikov SA, Yakimov PYu. Localization of
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