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Abstract 

The focus of this paper is the study of modern non-blind image deconvolution methods and 
their application to practical tasks. The aim of the study is to determine the current state-of-the-art 
in non-blind image deconvolution and to identify the limitations of current approaches, with a 
focus on practical application details. The paper proposes approaches to examine the influence of 
various effects on the quality of restoration, the robustness of models to errors in blur kernel 
estimation, and the violation of the commonly assumed uniform blur model. We developed a 
benchmark for validating non-blind deconvolution methods, which includes datasets of ground 
truth images and blur kernels, as well as a test scheme for assessing restoration quality and error 
robustness. Our experimental results show that those neural network models lacking any pre-
optimization, such as quantization or knowledge distillation, fall short of classical methods in 
several key properties, such as inference speed or the ability to handle different types of blur. 
Nevertheless, neural network models have made notable progress in their robustness to noise and 
distortions. Based on the results of the study, we provided recommendations for more effective use 
of modern non-blind image deconvolution methods. We also developed suggestions for improving 
the robustness, versatility and performance quality of the models by incorporating additional 
practices into the training pipeline. 
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Introduction 

The paper is dedicated to the investigation of modern 
non-blind image deconvolution (NBID) methods. The 
task of NBID is to estimate the unknown sharp image 
from its blurred representation and a known point spread 
function (PSF). NBID methods are used in various fields 
such as astronomy [1], microscopy [2] and medical 
diagnostics [3]. In addition, non-blind deconvolution 
methods can be a part of a two-stage blind deconvolution 
scheme that follows the estimation of the blur kernel [4]. 

Academic research tends to focus on the development of 
new methods that demonstrate superior restoration quality. 
The majority of articles prioritize quality metrics [5, 6, 7] as 
their primary evaluation criteria, which also determine the 
state-of-the-art. However, little attention is paid to the 
implementation of such methods in real-world computer 
vision systems and their proper use considering practical 
limitations. Furthermore, there is currently no consistent 
approach to model validation. Many studies often evaluate 
their methods on only a small set of blur kernels and original 
images [5]. However, such an approach falls short of 
providing a comprehensive assessment of the method’s 
performance. Other papers do not contain a detailed 

description of the validation process [6], making it difficult 
or impossible to compare results between papers. 

Our work aims to assess the progress made in the 
field of NBID and to identify the strengths and 
weaknesses of modern methods. To achieve this, we have 
developed a validation scheme for NBID methods that 
evaluates both the restoration quality and the robustness 
of the methods. In addition, we have constructed a more 
comprehensive and representative benchmark consisting 
of datasets of original images and blur kernels. The 
developed benchmark complements commonly used 
datasets for restoration quality evaluation (e.g. [8, 9]) and 
allows testing under various conditions, including the 
presence of noise, different levels of image quantization 
and types of blur kernels. The source code is available at 
https://github.com/OlgaChaganova/non-blind-
deconvolution-benchmark. 

The main contributions of the work are as follows: 
1. A new benchmark for validating NBID models is 
proposed, which includes a methodology for testing 
methods that assesses restoration quality and error 
robustness; 
2. Additional practices to improve NBID methods are 
suggested. Such practices do not require changes to 
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the model architecture and can be incorporated into 
the generation of training datasets. By adopting them, 
it is possible to improve the robustness, versatility and 
accuracy of the models. 

Related work 

In this section we will provide an overview of current 
state-of-the-art non-blind image deconvolution methods. 
Current method quality assessment approaches and 
existing benchmarks will also be considered. Our criteria 
for current state-of-the-art models are as follows: 

1. the article is no more than 2 or 3 years old; 
2. the authors claim metrics growth and visual 
improvement over current state-of-the-art methods; 
3. the weights of the trained models are publicly 
available so that we can use them for testing. 
These requirements are met by the models described 

in the next section. A detailed description of the models’ 
architecture and training pipeline can be found in the 
original articles. 

Overview of the state-of-the-art methods 

The NBID methods has evolved from analytical 
methods [16 – 22] to deep learning models. The simplest 
approach has been to use neural network models that map 
the blurred image and the blur kernel directly onto the 
ground truth image [23, 24]. However, the combination 
of analytical methods and machine learning has 
significantly improved the restoration quality. Many 
methods approximate classical methods [25, 26]. The use 
of the deep unfolding paradigm is also common [5, 27]. 
Among all the modern methods, we have selected three 
models that can be considered as state-of-the-art: 

1. USRNet (CVPR 2020) [5]. The model was 
originally developed to solve the single image super-
resolution problem, but it can also be used to solve the 
NBID problem. The model architecture includes three 
modules. The recovery module contains no trainable 
parameters as it has an analytical form using the 
Fourier transform. The noise reduction module is a 
ResUNet network that takes as input an estimate of 
the reconstructed image and a numerical value of the 
noise level. The hyperparameter estimation module is 
a three-layer fully connected network that takes as 
input a noise level value and a dimensionality 
reduction factor. USRNet is trained in an end-to-end 
paradigm using L1 loss as the loss function. The 
model is trained to recover both motion and gaussian 
blurred images. 
2. DWDN (NeurIPS 2020) [6]. The main idea is to 
combine a classical Wiener filter with a trainable neural 
network model. The DWDN model consists of three 
parts. A convolutional network is used as a feature 
extractor. A Wiener filter is then applied to the extracted 
features. Due to the trainability and non-linearity of the 
neural network, these features contain more useful 
information than the pixel intensity of the original image. 

Finally, an autoencoder reconstructs the image at 
different scales using the image pyramid. The loss 
function is computed as a weighted sum of L1 losses for 
images reconstructed at different scales. The model has 
been trained to recover motion blurred images. 
3. KerUnc (CVPR 2020) [7]. The model architecture 
is designed to increase the robustness of the model to 
noise and errors. The authors have modified the 
optimization problem of image reconstruction by 
including an error component and regularization 
operators. There are three main modules in the 
network. The recovery module has an analytical form 
based on the Fourier transform. The error term 
evaluation module is a dual-path UNet model. The 
noise component estimation module is a combination 
of a convolutional network and a set of high-pass 
wavelet transform filters. The loss function is a 
weighted sum of the MSEs between the reconstructed 
image and the ground truth image over all the 
iterations. The robustness of the model to errors and 
noise is also ensured by the construction of the dataset. 
Both the correct kernels and their distorted versions 
were used during training. The model was trained to 
recover images blurred with motion blur kernels. 

Overview of benchmarks 

There are three main benchmarks that are used to test 
the quality of NBID models: 

1) Levin et al [8]. This is one of the most commonly 
used datasets for benchmarking NBID methods. It 
contains 8 motion blur kernels and 4 original images, 
resulting in 32 test pairs. One of the advantages of this 
dataset is that it was assembled by the authors using their 
own equipment. The blurred images were taken directly 
from a camera instead of being modelled. The blur 
kernels were estimated with a high degree of accuracy. 
2) Sun et al [9]. The dataset contains 8 motion blur 
kernels and 80 ground truth images, from which the 
blurred images are then generated. The kernels in this 
dataset are estimates of the kernels from the Levin 
dataset, so they are similar to those kernels but not 
exactly the same. The original images contain fine 
and subtle details that clearly show the restoration 
quality of the deblurring algorithm. 
3) Lai et al [28]. The dataset contains 25 ground truth 
images, including images from 4 categories and 4 
generated blur kernels. 
All three benchmarks have one drawback in common: 

they have a small volume and contain only one type of 
blur kernel, which is the motion blur. We could not find 
any benchmarks containing Gaussian blur kernels, and 
we could only find one dataset with eye blur kernels, 
called SCA-2023, which was recently presented in [29]. 
SCA-2023 is a dataset for benchmarking image 
precompensation methods, but it can also be used for 
testing non-blind image deconvolution methods. It 
contains three subsets of PSFs (each consisting of 256 
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PSFs) and 735 ground truth images divided into 6 
categories: texts, icons, animals, faces, natural and urban 
landscapes. This dataset is much larger and more diverse 
than the NBID benchmarks discussed earlier. 

Methodology 

In this section, we describe the basics concerning 
blurred image modelling, the design of experiments, the 
structure of the developed benchmark for testing NBID 
methods, and the test scheme. 

Blur image formation model 

The uniform blur model is given by the following 
equation 

( , ) = ( , )* ( , ) ( , ),g x y k x y f x y n x y  (1) 

where g (x, y) is the known blurred image, f (x, y) is the 
latent (ground truth) image, k (x, y) is the blur kernel, 
n (x, y) is additive white Gaussian noise (AWGN), the 
operator * denotes the spatial convolution. 

It is assumed that f (x, y) and g (x, y) are linRGB images, 
since the convolution takes place in the linear space. In 
practice, however, we are more likely to work with 
processed images than with RAW images. It is therefore 
necessary to consider the effect of the camera response 
function (CRF), which involves several stages of image 
processing such as white balancing, demosaicing, sRGB 
conversion, and other [10]. With CRF and quantization of 
pixel values, the blur model is as follows: 

( , ) = ( ( ( , )* ( , ) ( , ))),qg x y Q k x y f x y n x y   (2) 

where Ф(x) is the camera response function, Qq(x) is the 
quantization function of the form 
Qq (x) = qꞏround(xꞏ(1 / q)), q = 1 / (2k – 1) for k-bit image. 
Since Ф is a non-linear function, the blurred image 
g (x, y) must be linearized using the inverse transform Ф –1 
before applying the NBID method. The exact form of the 
camera response function is not standardized. In practice, 
it is either determined by special methods [11] or 
approximated by some model. For example, the gamma 
curve [12, 13] is common. 

Blur types 

We consider three types of blur: motion blur, gaussian 
blur, and eye blur. Typical examples of these types of 
kernels are shown in Fig. 1. 

 
Fig. 1. Examples of motion blur, gaussian blur, and eye blur 

kernels 

1) Motion blur 
The motion blur can be caused by the movement of 

objects in the scene or the scene itself; an unstable 

camera position during recording; a long exposure time 
when taking a picture. The generation algorithm proposed 
in [4] can be used to simulate motion blur kernels. The 
blur kernel contour is a spline of several randomly 
selected points, whose pixel values are then sampled from 
a normal distribution and normalized. 

2) Gaussian blur 
The Gaussian blur is a common form of blur observed 

in astronomical imaging, underwater photography, and 
fluorescence microscopy. It can also be used as an 
approximation for more complex blurs. In general terms, 
the kernel of Gaussian blur can be described by the 
following formula: 

2 2

2 2

1
( , ) = *exp( ),

2 2 2x y x y

x y
k x y

 


   
 (3) 

where x and y are the standard deviations in the x and y 
axes, respectively. 

3) Eye blur 
This type of blur is caused by abnormalities in the 

human visual system that result in the eye’s inability to 
focus the light beam correctly on the retina. A brief 
description of eye blur modeling can be found in [29]. 

Benchmark description 

In order to create a representative benchmark, it is 
necessary to provide a variety of images and blur kernels. 
The following datasets are used in our proposed 
benchmark: 

1. Blur kernel datasets: 
1.1. Motion blur (46 kernels): Levin (8 kernels), 
Sun (8 kernels), synthetic kernels (30 kernels). 
The synthetic kernels were generated using the 
algorithm from [4] with the following parameters: 
the kernel size is 41×41, the number of spline 
points is uniformly sampled from a set {3, 4, 5, 6}, 
and the spline size is uniformly sampled from a set 
{11, 16, 21, 26, 31}. 
1.2. Gaussian blur: synthetic kernels (30 kernels). 
The synthetic kernels were generated according to 
expression (3) with an additional rotation of the 
kernel by an angle A. The generation parameters 
are as follows: x and y are chosen from the 
range [2, 10], and A is selected from the range [–
 180, 180] with a step of 10 degrees. 
1.3. Eye blur: SCA-2023 (30 small blur kernels, 
30 medium blur kernels, 30 large blur kernels). 

2. Ground truth image datasets: 
2.1 Sun: 80 images; 
2.2 SCA-2023: 539 images in 6 categories. 

The pairs (ground truth image, blur kernel) were 
created so that each kernel had 1 image from each 
dataset. For 7 ground truth image categories and 166 
kernels, a total of 1162 pairs were created. 

The entire image pre-processing procedure is shown 
in Fig. 2. Image cropping is necessary to unify the 
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estimation process for all models, and grayscale 
conversion is used to eliminate the influence of color in 
the calculation of metrics. For those models that take a 
three-channel image as input, a grayscale image is copied 
to the remaining two channels. To ensure the correctness 
of the blur simulation, the original images were converted 
from sRGB to linRGB before the convolution. The 
images in the datasets are in two formats: JPEG (uint 8 
bit pixel values) and PNG (float 32 bit pixel values). We 
normalize JPEG images by dividing their pixel values by 
the maximum pixel value (255) to be able to use them in 

the tests. We simulated noisy images by adding white 
Gaussian noise with a sigma equal to 1 % of the 
maximum pixel brightness on the convolved images. 

Test scheme 

The testing process is shown schematically in Fig. 3. The 
blurring takes place in the linear space, resulting in linRGB 
blurred and ground truth images. The testing process is 
further divided into two branches: NBID algorithms are 
applied to linRGB images and to sRGB images at different 
quantization levels (float 32 bit, uint 16 bit, uint 8 bit). 

 
Fig. 2. Image pre-processing and blur modelling procedure 

 
Fig. 3. Schematic diagram of the testing process for NBID methods 

Models and metrics 

We chose the USRNet [5], DWDN [6], and KerUnc 
[7] neural networks for testing. A better understanding of 
the advantages and limitations of modern methods can be 
gained by comparing them with a well-known classical 
method, which in our case is a Wiener filter with 
regularisation [15]. 

The trained model weights are taken from official 
sources. The Wiener filter implementation is taken from 
the skimage library. Since all the selected neural network 
models can take into account the presence and the 
intensity of noise, the Wiener filter hyperparameter 
balanse was pre-optimized on a part of the test dataset. 
The optimal values of the hyperparameter are 1e –8 in the 
absence of noise and 5e–3 in the presence of noise. 

The standard metrics PSNR [30] and SSIM [31] are 
used as quality metrics. A higher metric indicates better 
restoration. However, these metrics have their own 
drawbacks [32, 33]. For this reason, it is proposed to use 

a combination of measuring the metrics on a large 
number of images to obtain the average restoration 
quality of a method, and a visual analysis of the 
recovered images to evaluate this quality from a human 
point of view. 

Restoration quality evaluation 

This section describes how different parameters affect 
the quality of the restoration. In most experiments, the 
methods were applied to linRGB images. However, we 
will also consider whether the neural network models 
should be applied to linRGB or sRGB images, and for 
these experiments both metrics for linRGB and sRGB 
images are given. 

The influence of the blur type and noise  
on the restoration quality 

According to experimental results (Fig. 4), the main 
advantage of modern neural network models is their 
improved robustness to noise. In the absence of noise, 
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the Wiener filter is the best method, but in a more 
realistic scenario, its restoration quality drops 
dramatically. Its average PSNR drops by a factor of 2-4, 

while for neural networks this metric drops by less than 
25 %. A visualization of the model performance is 
shown in Fig. 5. 

 

 
Fig. 4. Boxplots of the restoration quality metrics versus the blur types. The red lines represent the median values of the metrics 

However, the neural network models do have one 
important feature. All three neural network models 
perform well on the motion blur, but DWDN and KerUnc 
perform significantly worse on the Gaussian blur and the 
eye blur. The reason for this is that the training datasets 
of the models only consisted of motion blur kernels. 
Therefore, the generalizability of these models only 
extends to unfamiliar kernels within their known blur 
type, but not to other blur types. If there is a need to 
handle different types of blur without a loss of quality, 
the USRNet is the most suitable model. 

The influence of pixel quantization  
on the restoration quality 

Image quantization is reducing the number of bits 
used to represent the colors of each pixel in an image. 
The dependence of the average restoration quality metrics 
on the quantization level (float 32 bit, uint 16 bit, uint 8 
bit) are shown in Fig. 6. The given metrics values are 
average values for all kinds of blurring. 

For the neural network models, the quantization did 
not result in a noticeable drop in the metric values. 
However, for the Wiener filter, the conversion to 8-bit 

pixel values results in a significant loss of quality, mainly 
due to quantization noise. This effect can be partially 
mitigated by increasing the weight of the regularization 
term that suppresses noise, but the reconstructed image 
still contains visible artifacts. 

The influence of the image category  
on the restoration quality 

The dependency of the average restoration quality 
metrics on the image category is shown in Fig. 7. The 
metric values given are the average values for all the blur 
types. The “Sun” category denotes the Sun dataset [9] 
which contains mainly landscape images. The horizontal 
line represents the average metric value across all the 
categories. 

The most challenging images for the neural network 
models were those with text and icons. A possible 
explanation is that there were few or no images in these 
categories in the models’ training dataset. The Sun 
dataset, which contains images with fine details and a 
complex structure, is also quite challenging. The methods 
perform better on real-world images, i.e. images of 
nature, faces, cities, and animals. 
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Fig. 5. Visualization of the performance of the models with different types of blur kernels. The numbers represent the metrics values 

(SSIM/PSNR) 

  
Fig. 6. Dependency of the restoration quality on the quantization level 

  
Fig. 7. The restoration quality metrics versus the image category 

The influence of gamma-correction  
on the restoration quality 

For all the neural network models tested, the blurred 
images in train dataset were obtained by convolving the 
blur kernel with the ground truth sRGB image. This 
blurring process is not physically correct as the images 
were not linearized beforehand. Since neural networks 
were trained on sRGB images, but NBID methods are 
supposed to be used on linearized images, we compared 
the quality of recovery when the methods were applied 

directly to sRGB images and to linRGB images. The 
results are shown in Fig. 8. The best restoration quality is 
achieved when neural networks are applied to pre-
linearized images. Additional non-linear processing 
between the image convolution in the linear space and the 
neural network application degrades the quality. 

Robustness evaluation 

This section describes experiments investigating the 
robustness of the methods to errors in kernel blur 
estimation and non-uniform blur. 
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Fig. 8. Influence of the linRGB-to-sRGB conversion on the restoration quality 

Robustness of methods to blur kernel distortions 

Often the PSF is not known with 100 % accuracy, but 
is estimated, and like any estimate it may contain errors. 
Therefore, the robustness of NBID methods to blur kernel 
distortions is a very important property in practice. To 
test the methods robustness, we set up the following 
experiment: 

1. Obtain a blurred image g by convolving the ground 
truth image f and the blur kernel k: g = k*f; 
2. Recover the blurred image by feeding the true 
kernel into the deconvolution model: 
ˆ = ( , )f model g k ; 

3. Distort the blur kernel kdistorted using the algorithm 
from [7]; 
4. Recover the blurred image by feeding the distorted 
kernel into the deconvolution model: 
ˆ = ( , )distorted distortedf model g k ; 

5. Compare the results obtained. We will introduce a 
quality degradation metric DM, defined as 

ˆ ˆ= ( , ) ( , )distortedDM PSNR f f PSNR f f , to assess the 
quality degradation. 
The test was performed on the same pairs that had 

been used for the restoration quality test. A visualization 
of the results is shown in Fig. 9. For those types of blur 
that were not present in the training dataset, the 
degradation metric for the neural network models is close 
to 1: the models reconstruct them equally badly with the 
correct kernel and with the distorted one. The most 
informative results are on the types of blur that were 
present in the training dataset. 

The Wiener filter (DM[0.20, 0.43]; for all blur 
types) and USRNet (DM = 0.46 for motion blur, 
DM = 0.79 for gaussian blur) are the least robust. The 
DWDN model handles errors better (DM = 0.70 for 
motion blur), although it was only trained on the 
correct kernels. The KerUnc model (DM = 0.79 for 
motion blur) handles blur kernel errors best of all, with 
robustness to errors built into the architecture and 
training data. 

  
Fig. 9. Visual comparison of robustness to error in the blur kernel. 

The numbers in the figure represent the values of the metrics (SSIM / PSNR) 

Robustness of methods to non-uniform blur 

In the field of NBID, most papers assume that the 
blurring model is uniform and is described by expression 
(1). This blurring model is also the basis of all the tested 
methods. In practice, however, this model is violated, e.g. 
when the camera moves not only along the image plane, 
but also in the depth direction of the scene [34]. An 
experiment that evaluates the robustness of NBID 
methods to the non-uniform blur model is as follows: 

1. Get a uniformly blurred image g by convolving the 
ground truth image f and the blur kernel k: 
guniform

 = k*f; 
2. Get a non-uniformly blurred image gnon uniform. We 
introduce a grid of non-overlapping patches in the 
original image. Within one patch (i, j), the image is 
convolved with the initial blur kernel rotated by a 
certain angle: k i j

 = rotate(k, angle = (i + j)*A), 
i, j[0, N], where A is the difference between the 
rotation angles of adjacent patches, N 2 is the total 
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number of patches. An example of a grid for A = 8, 
N = 8 is shown in Fig. 10. 
3. Compare the metrics obtained by deblurring images 
with uniform blur ˆ = ( , )uniform uniformf model g k  and non-
uniform blur _ _

ˆ = ( , )non uniform non uniformf model g k . 

 

 
Fig. 10. Comparison of uniformly and non-uniformly blurred 

images 

The visualization of the results is shown in Fig. 11. 
The second row is reconstructed images with uniform 
blur, the third row is reconstructed images with non-
uniform blur. In all cases, the parameters of the kernel 
distortion are the same: A = 3, N = 4. KerUnc and 
DWDN handle non-uniform blur better than USRNet and 
the Wiener filter, which produce visible artifacts. 

Computational efficiency 

Computational efficiency is an important factor in the 
selection of a suitable NBID algorithm. The inference time 
of the models is shown in the Table 1. The hardware used 
for testing is Intel Core i9-11900K CPU and NVIDIA 
GeForce RTX 3090 GPU. The blurred image has a size of 
256256. The evaluated average inference time includes the 
time for necessary pre- and post-processing of the image. 
We tested the models in their original configurations, so we 
did not convert them to other formats such as TensorRT or 
OpenVINO. We also did not perform any pre-optimization 
such as quantization or knowledge distillation, which can 
speed up the inference time of neural networks but may 
require additional training of the models. 

Only the Wiener filter can be used in a real-time 
processing mode on CPU, while the neural network 
models require GPU. It is worth noting that the speed of 
USRNet and KerUnc does not depend on the size of the 
blur kernel, unlike the Wiener filter and the DWDN 
model. It should also be noted that KerUnc and the 
Wiener filter take single-channel images as input, while 
USRNet and DWDN take three-channel images. 
Therefore, when processing RGB color images, the 
processing time of the Wiener filter and KerUnc 
increases because they have to be run per channel. 

  
Fig. 11. Visual comparison of robustness to non-uniform blur 

Table 1. Average processing time per image (30 runs) 

 Device   CPU   GPU  

 Blur kernel size   4141   256256   4141   256256  

 Wiener   3.1 ms   56.3 ms   –   –  

 USRNet   2.16 s   2.19 s   77.5 ms   77.5 ms  

 KerUnc   1.79 s   1.75 s   118 ms   94.5 ms  

 DWDN   3.07 s   15.1 s   54 ms   124 ms  
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Practical recommendations 

As we demonstrated in previous sections, many 
aspects being of great importance for practical 
applications of NBID, such as the temporal performance 
or the ability to handle different types of blur, are still 
areas for improvement. Moreover, unlike the field of 
noisy image filtering where algorithmic methods are still 
being efficiently developed [35], mostly neural network 
models are being presently discussed in the area of 
NBID. Based on the experiments we reported above, we 
can propose some recommendations that do not require 
changes to the model architecture and can potentially 
help to improve the quality of neural-network NBID: 

1. Model the blurring process correctly by pre-
linearizing the image before convolution. 
2. Include different types of blur kernels, which may 
extend the limits of the model’s applicability. The 
USRNet model serves as an illustrative example, as it 
has been trained on motion blur and Gaussian blur 
kernels, but also shows satisfactory quality on eye 
blur kernels. Training the model on the Gaussian blur 
is likely to enable it to handle the eye blur effectively, 
given their similar shapes. Increasing the size of the 
training kernels can also help the models to better 
handle stronger blur. 
3. Use more diverse and larger datasets. The 
experiment showed that the neural network models 
trained on datasets containing mainly real-world 
images performs worse, on average, on images 
containing text or icons. 
4. Include a kernel distortion procedure in the training 
pipeline, as implemented for the KerUnc model, 
which can help to improve the robustness. Some 
blurred images can also be simulated with a non-
uniform blur model. 
5. Develop more computationally efficient models that 
do not require GPUs for inference. This can be done by 
using modern model compression techniques such as 
quantization [36], which can significantly speed up the 
model inference without sacrificing the quality. 

Conclusion 

The study has shown that at the current stage of 
development of the NBID field, there is no single model 
that combines high-speed image processing, high-quality 
restoration, the ability to handle different types of blur, 
and the robustness to errors. The choice of the model 
depends on specific task conditions, as different models 
have their own advantages and disadvantages: 

1. Computational efficiency: the inference of 
modern neural network models in the real-time 
processing mode often requires the use of hardware 
accelerators (Table 1), which is not always possible in 
practice. In scenarios where only CPUs are available, 
the Wiener filter remains the only option among all 
the considered models that can provide the required 

performance. However, if the real-time speed isn’t 
critical, neural network models can be used, including 
USRNet and KerUnc, whose speed is independent of 
the size of the blur kernel. 
2. Restoration quality and generality: In noise-free 
scenarios, the Wiener filter has excellent restoration 
quality and can handle various types of blur. In practice, 
however, noise is unavoidable, and the filter performs 
poorly compared to the neural network models which 
produce more natural-looking images without visible 
artifacts. The KerUnc and DWDN models show a good 
quality in deblurring images with the motion blur, but 
are not good with the other types of blur. The USRNet 
model is more versatile and handles Gaussian blur and 
eye blur kernels much better. 
3. Robustness: the KerUnc and DWDN models were 
the most robust to errors in the kernel blur estimation 
as well as to non-uniform blur. Although the quality 
of the restoration is reduced in this case, the reduction 
is not as severe and noticeable as with the Wiener 
filter and USRNet, which do not consider the 
possibility of distortion in their image formation and 
deconvolution models. 

Therefore, further developments in the area of 
non-blind image deconvolution are still relevant. Progress 
in this area is primarily associated with increased 
robustness to noise and various distortions. 
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